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1.0 Introduction

This document describes the external architecture (including device operation, pin descriptions, register
definitions, etc.) for the Intel® Ethernet Controller X710/XXV710/XL710 (X710/XXV710/XL710), a
dual-port 40 Gigabit Ethernet (GbE), dual-port 25 GbE!, or quad-port 10 GbE Network Interface
Controller. It reflects the silicon device capability while the Inte/® Ethernet Controller X710/XXV710/
XL710 Feature Support Matrix reflects the features and interfaces actually supported in the NVM and
software (http://www.intel.com/content/www/us/en/embedded/products/networking/xI1710-ethernet-
controller-feature-matrix.html).

This document is intended as a reference for architects, logic designers, firmware and software device
driver developers, board designers, test engineers, or anyone else who might need specific technical or
programming information about the X710/XXV710/XL710.

The X710/XXV710/XL710 combines standard Ethernet stateless Network Interface Card (NIC) and
Internet Small Computer System Interface (iISCSI) block storage acceleration functionality into a single
silicon device. It is designed to address the target markets listed in Table 1-1.

Note: The X710/XXV710/XL710 does NOT support Fibre Channel over Ethernet (FCoE).

Table 1-1. X710/XXV710/XL710 target markets

Description

Cloud networking — In the emerging cloud networking market, where computing infrastructure and software are
sold as services, and where the large data centers of Internet portal companies such as Google*, Microsoft* and
Amazon* drive unique requirements, the X710/XXV710/XL710 has these strengths: networking performance,
energy efficiency, automation (including resource provisioning and monitoring, and workload balancing),
sophisticated packet header parsing, and quality open source drivers.

As shown in Figure 1-1, the X710/XXV710/XL710 is targeted for use in rack mounted or pedestal
servers, where it can be deployed as an add-in NIC or LAN on Motherboard (LOM). Some types of
Ethernet cables, such as SFP+ direct attach, can be driven directly by the X710/XXV710/XL710, while
other types, such as 10GBASE-T, require the external Physical Layer (PHY) component(s) shown. The
X710/XXV710/XL710 can connect up to four Ethernet ports or it can be configured to connect two 40
GbE ports. The X710/XXV710/XL710 is also targeted for use in blade servers, where it can be deployed
as a mezzanine card or LOM. The X710/XXV710/XL710 supports direct connection to backplanes that
support the following signaling standards: 40GBASE-KR4 (up to two ports) or 1000BASE-KX (up to four
ports supported).

Blade backplanes typically connect Ethernet controllers in a dual-redundant star to two separate
Ethernet switches. In this configuration, the X710/XXV710/XL710 can be connected with up to 2 x 10
GbE ports per switch or 1 x 40 GbE port per switch.

1. Pinout and mechanical specifications for the Intel® Ethernet Controller XXV710 (XXV710) are described in
Appendix B.


http://www.intel.com/content/www/us/en/embedded/products/networking/xl710-ethernet-controller-feature-matrix.html
http://www.intel.com/content/www/us/en/embedded/products/networking/xl710-ethernet-controller-feature-matrix.html
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Figure 1-1. Typical rack / pedestal system configuration

As shown in Figure 1-2, the X710/XXV710/XL710 is also targeted for use in blade servers, where it can
be deployed as a mezzanine card or LOM. The X710/XXV710/XL710 supports direct connection to
backplanes that support the following signaling standards: 40GBASE-KR4 (up to two ports are
supported), 10GBASE-KR (up to four ports supported), 10GBASE-KX4 (up to two ports supported),
1000BASE-KX (up to four ports supported).

Blade backplanes typically connect Ethernet controllers in a dual-redundant star to two separate
Ethernet switches as shown in Figure 1-2. In this configuration, the X710/XXV710/XL710 can be
connected with two ports to each Ethernet switch or can be connected with only one port to each
Ethernet switch, leaving two ports unused.
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Figure 1-2. Typical blade system dual-redundant star configuration
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The total throughput supported by the X710/XXV710/XL710 is 40 Gb/s, even when connected via two

40 Gb/s connections.

Note: When used together with an external PHY, the X710/XXV710/XL710 supports 25 GbE
connections as shown in Figure 1-3.
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Figure 1-3.

X710XXV710/XL710

Dual-port X710/XXV710/XL710/external 25 GbE PHY configuration

Note: Applies only to Intel 25 GbE PHY adapters.
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1.1 Block diagram

Figure 1-4 shows a diagram of the X710/XXV710/XL710 block architecture. This section also provides
an overview of the X710/XXV710/XL710 external interfaces and top-level internal blocks.

Host Memory

PF, Objects PF, Objects

VFoo Objects VF.o Objects

LAN LAN LA ]

Admi Admi
QPs LT QPs Qrg'n

§8 B g8 EE

LAN A LAN A
min
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PCIle Gen3 x8/x4/x1

Rx
Payload

Engine Processor
Tx Rx jx

Path Path Payload
Processor

Rx Filters

Rx Scheduler

Internal Switch with Tx & Rx Packet Buffers

2x40G or4 x 10G/1G

Figure 1-4. X710/XXV710/XL710 block diagram
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1.1.1 PCIe* with Single Root I/0 Virtualization
(SR-IOV)

The X710/XXV710/XL710 implements a PCIe v3.0 x8 host interface, which operates at up to 8GT/s or
64 Gb/s. See Section 2.2.1 for a full pin description and Section 13.6.6 for interface timing
characteristics.

The X710/XXV710/XL710 PCIe host interface implements up to 16 Physical Functions (PFs), and up to
128 Virtual Functions (VFs). More details on the X710/XXV710/XL710 PCle features are provided in
Section 1.2. Section 11.0 describes the PCle programming interface.

1.1.2 Host memory objects

The X710/XXV710/XL710 operating system drivers set up a wide variety of host memory objects that
are comprehended and manipulated by the X710/XXV710/XL710. All objects are set up in the context
of a PCI function. This is important for at least two reasons:

e Platform security. For example, many types of the X710/XXV710/XL710 host memory objects are
privileged, and are only allowed to be set up in the context of a PF. For example, they are dis-
allowed in the context of a Virtual Function, which operates at a lower privilege level than a PF.

e Reliability. If the operating system resets a PCI function, that function’s host memory objects are
lost, but the host memory objects of other PCI functions survive.

Following are three types of memory objects:

¢ LAN Queue Pairs (LQPs). These are ring buffers (one transmit, one receive) for submitting
commands to the Local Area Network (LAN) engine. Commands take the form of packets/data to be
transmitted, descriptors for empty host memory buffers to be filled with received packets/data, etc.
LQPs are typically mapped into operating system kernel space. In a virtualized server, they can be
assigned either to the VMM, or to VMs using SR-IOV. The X710/XXV710/XL710 supports up to 1536
LQPs that can be assigned to PFs or VFs as needed. The LQPs assigned to a particular PCI function
can be used in these important ways:

— For distributing packet processing work to the different processors in a multi-processor system.
On the transmit side, this is done by simply dedicating an independent transmit queue for each
CPU to use. On the receive side, packets are classified by the X710/XXV710/XL710 under
operating system control into groups of conversations. Each group of conversations is assigned
its own receive queue and receiving processor. Microsoft* Receive Side Scaling (RSS) is one
popular example of this method.

— For assigning Traffic Class (TC). Transmit queues assigned to different TCs are serviced at
different rates by the X710/XXV710/XL710 transmit scheduler. Receive queues assigned to
different TCs can be serviced at different rates by a Quality of Service (QOS0-enabled operating
system and its software device drivers.

12
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e Admin Queue Pairs. Each PCI function maps an Admin Queue Pair (AQP): one Admin Send Queue
(ASQ) and one Admin Receive Queue (ARQ). The ASQ is a ring buffer used by the host driver for
submitting commands to configure the X710/XXV710/XL710. Commands submitted on the ASQ are
serviced by the X710/XXV710/XL710 Embedded Management Processor (EMP). Some examples are
commands to reconfigure: the Tx scheduler, an Ethernet link, power management states like EEE,
various internal switch and DCB settings, etc. The ARQ conveys events from the EMP to host driver
that are not an immediate result of an ASQ command. The host driver posts empty buffers to the
ARQ and the EMP fills them with events. Note that commands submitted on a VF ASQ are typically
not directly serviced by the EMP, but rather are redirected to the associated PF ARQ. This enables
the PF driver to inspect and authorize all VF ASQ commands which are often of a privileged nature.

1.1.3 Ethernet Media Access Controller (MAC)
and PHY

The X710/XXV710/XL710 integrates four IEEE Std 802.3 compliant Ethernet MACs. MAC 0 and 1
operate at 1GbE,

10 GbE, and 40 GbE, while MACs 2 and 3 operate at 1GbE, and 10 GbE. All X710/XXV710/XL710 MACs
support transmission and reception of Jumbo frames of up to 9728 bytes, and 802.3x flow control
frames or 802.3bd priority-based flow control frames. See Section 3.2.1 for details.

The X710/XXV710/XL710 supports up to four active Ethernet ports. It can be configured to support
different levels of Ethernet PHY integration using various IEEE standard interfaces that follow.

To connect a X710/XXV710/XL710 port to the Ethernet media using an external PHY / optical module,
the X710/XXV710/XL710 supports these options:

— Up to two XLAUI interface for connection to an external 40 Gb/s PHY

— Up to two XLPPI interface for connection to an external 40 Gb/s optical module
— Up to four KR interfaces for direct connection to external 10 Gb/s PHYs

— Up to two XAUI interfaces for connection to external 10 Gb/s PHYs

— Up to four SFI interfaces for connection to external SFP+ optical modules or direct attach twin-
ax copper cables
— Up to four SGMII interfaces for connection to external Gb/s PHYs

The X710/XXV710/XL710 supports integrated PHYs for some configurations such as backplane and
direct attached copper. To direct-connect a X710/XXV710/XL710 port to the Ethernet media via Medium
Dependent Interface (MDI) with no external PHY, the X710/XXV710/XL710 supports these options:

— Up to two CR4 interface for connection to direct attach twin-ax copper cable
— Up to two KR4 interface for direct connection to a 40 Gb/s backplane

— Up to two KX4 interfaces for direct connection to a 10 Gb/s backplane

— Up to four KR interfaces for direct connection to a 10 Gb/s backplane

— Up to four KX interfaces for direct connection to a Gb/s backplane

More details on these options, including allowed combinations, can be found in Section 3.2.2.

The X710/XXV710/XL710 also implements either four independent Management Data Input/Output
(MDIO) interfaces or four independent Inter-integrated Circuit (I2C) interfaces for connection to
external PHYs. These enable host software or the X710/XXV710/XL710 firmware to control connected
external PHYs, including the ability to read and write PHY registers. Details on how they are typically
connected and used are described in Section 3.2.3.2 through Section 3.2.3.4.

13
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1.1.4 Transmit scheduler

The X710/XXV710/XL710 provides management interfaces that allow each LAN transmit queue to be
placed into a queue set. A queue set is a list of transmit queues that belong to the same TC and are
treated equally by the X710/XXV710/XL710 transmit scheduler. The X710/XXV710/XL710 supports a
maximum of 384 Virtual Station Interfaces (VSIs), and an average of queue sets per VSI. There is no
limit to the number of transmit queues that can belong to a queue set.

Typically, one or more queue sets are assigned to a PCI function/VSI, according to the number of TCs it
uses. The queue sets are often only one or a small handful of transmit queues, corresponding to the
number of host CPUs assigned to generate traffic on that TC.

The X710/XXV710/XL710 transmit scheduler supports independent programming of a wide variety of
controls that affect queue set behavior. Each queue set can be programmed with an independent static
rate limit. Each group of queue sets assigned to a PCI function/VSI can be programmed with DCB
Enhanced Transmission Selection (ETS) settings, group static rate limit, and uplink bandwidth share.

The X710/XXV710/XL710 transmit scheduler also implements controls similar to those previously
described for the various internal resources that comprise the X710/XXV710/XL710’s hierarchy of
internal switching components. These internal resources include Virtual Ethernet Bridge (VEB), Virtual
Ethernet Port Aggregator (VEPA) and SComp v-ports, as well as the physical Ethernet ports of the
device.

For more detail on the X710/XXV710/XL710 transmit scheduler features and operation, see
Section 7.8.

1.1.5 Host memory cache

The X710/XXV710/XL710 LAN engine uses host memory as a backing store for a variety of context
objects. The Host Memory Cache (HMC) is responsible for caching and managing these context objects.
For LAN:

e The LAN engine uses two HMC context objects per Queue Pair (QP), one for the Transmit Queue
(TQ) and one for the Receive Queue (RQ). Parameters in the TQ context include a Transmit
Segmentation Offload (TSO) state. Parameters in the RQ context include a queue base address and
associated pointers.

General information on HMC operation and configuration is provided in Section 7.9.

1.1.6 LAN engine

The LAN engine implements the host programming interface for traditional LAN traffic in both
virtualized and non-virtualized scenarios. The X710/XXV710/XL710 implements 384 VSIs (virtual-NICs)
used to distribute traffic to PCI physical functions and virtual functions. These VSIs can connect to the
host via 1536 LAN QPs.

The LAN engine also implements all of the X710/XXV710/XL710’s performance optimizations for
traditional LAN traffic. This includes packet checksum offloads, Transmission Control Protocol/User
Datagram Protocol (TCP/UDP Segmentation Offload), RSS and others.

14
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1.1.7 System management

The X710/XXV710/XL710 participates in system management by providing networking services to
platform management controllers (also called Baseboard Management Controller - BMC). The X710/
XXV710/XL710 is also accessible to these devices to be managed as any platform resource that is
managed by the system.

Networking services are provided through the Pass-Through (PT) functionality described in Section 9.1.
Several sideband channels are provided to connect to a Management Controller (MC):

e System Management Bus (SMBus)
e Network Controller Sideband Interface (NC-SI)
e PCle; together with Management Component Transport Protocol (MCTP)

The X710/XXV710/XL710 also supports communication between local Software (SW) agents and the
local MC through an operating system to Management Controller (MC) capability described in
Section 9.4.

1.1.8 EMP

The Embedded Management Processor unit (EMP) handles all management duties that cannot be
performed by the X710/XXV710/XL710 device drivers, and must be carried out on-chip. This includes
performing parts of the X710/XXV710/XL710 power-on sequence, handling AQ commands, initializing
the X710/XXV710/XL710 Ethernet ports, participating in various fabric configuration protocols such as
DCBX and other Link Layer Discovery Protocol (LLDP) protocols, fielding configuration requests received
on one of the X710/XXV710/XL710 MC management interfaces such as NC-SI, and handling special
configuration requests received off an Ethernet port.

1.1.8.1 Protect, Detect and Recover

EMP firmware implements a design philosophy of platform resiliency with three attributes supporting
the NIST Cyber Security Framework: protect, detect and recover, by verifying the firmware and critical
device settings with built-in detection of corruption and automated device recovery to ensure
returning the device to its originally programmed state. See Section 3.4.9 and Section 12.3 for
details.

1.1.9 Internal switch

The internal switch handles the X710/XXV710/XL710 packet buffering and also implements all its
internal Ethernet switching capabilities. The internal switch can logically support up to 16 VLAN-aware
bridges, connecting up to 384 VSIs out to the X710/XXV710/XL710 Ethernet ports via optional EVB S-
Components. The internal switch implements the filtering and forwarding behaviors expected by
802.1Q VLAN-aware bridges.

15
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1.1.10 Receive scheduler

The receive scheduler prioritizes received packets according to the ETS settings programmed at each
Ethernet port.

1.1.11 Receive filters

The X710/XXV710/XL710 receive filters implement all of the X710/XXV710/XL710 logic for queue
selection. For each received packet, the forwarding process carried out by the internal switch selects
which VSI the packet is associated with. The receive filters then determine which engine(s) handle the
packet (EMP, LAN engine) and which selected VSI RQs the packet is associated with. Receive filters
include flow director, RSS filters, etc.

1.1.12 Various interfaces

1.1.12.1 Serial Flash interface

The X710/XXV710/XL710 provides an external Serial Peripheral Interface (SPI) serial interface to
connect a Flash device. The X710/XXV710/XL710 supports serial Flash devices with up to 64 Mb (8 MB)
of memory.

The Flash device is required for storage of device firmware, device configuration parameters, identifiers
that vary per adapter (like MAC addresses), and register overrides that autoload automatically after
reset.

More information on the Serial Flash interface is available in Section 3.4.

1.1.12.2 SMBus interface

SMBus is an optional interface for pass-through and/or configuration traffic between an external MC
and the X710/XXV710/XL710. The X710/XXV710/XL710 SMBus interface supports standard SMBus at
100 KHz and extensions up to a frequency of 1 MHz. Refer to Section 2.2.4 for the pin descriptions,
Section 9.5 for SMBus programming, and Section 13.6 for the timing characteristics.

1.1.12.3 NC-SI interface

NC-SI is an optional interface for pass-through and/or configuration traffic between an external MC and
the X710/XXV710/XL710. Refer to Section 2.2.3 for the pin descriptions, Section 9.6 for NC-SI
programming, and Section 13.6 for the timing characteristics.

16
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1.1.12.4  Software Definable Pins (SDPs)

SDPs are typically used to exchange information with or to control external devices (such as PHY
devices) under the X710/XXV710/XL710 software driver control. See Section 3.5.2 for more details.

1.1.12.5 Light-emitting Diodes (LEDs)

The X710/XXV710/XL710 implements eight output drivers intended for driving external LED circuits.
The X710/XXV710/XL710 can be configured that either two of these outputs are allocated per port or
four outputs are allocated per port (this later configuration is used when two ports are disabled). Each
of the LED outputs can be individually configured to select which particular event, state, or activity it
indicates. In addition, each LED can be individually configured for output polarity and for blinking
versus non-blinking (steady-state) indications. See Section 3.5.1 for more information.

1.2 Features

This section lists the X710/XXV710/XL710 feature set.

Note: Refer to the Inte/® Ethernet Controller X71 0/XXV710/XL710 Feature Support Matrix for a list
of features and interfaces supported by the X710/XXV710/XL710.

Table 1-2. PCIe host interface features!

Description

PCle v3.0 (8GT/s or 5GT/s or 2.5GT/s)

Number of lanes: x8, x4, x1

Supports optional PCIe link lane reversal

Requester Features

64-bit address support for systems with more than 4 GB of physical memory

Maximum of 112 outstanding requests, allocated fairly as needed amongst PCI Functions
Maximum payload size supported: 2 KB

Maximum read request size supported: 4 KB

All requests use TC TC0/VCO, the best effort service class for general purpose I/O
Optimized support for relaxed Ordering transaction attribute

Optimized support for TLP Processing Hints (TPH)

Optimized support for ID-based Ordering (IDO)
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Table 1-2. PCIe host interface features?

Description

Completer Features

e Up to 16 Peripheral Component Interconnect (PCI) PFs using Alternative Routing-ID Interpretation (ARI) and
up to 8 PFs using legacy Routing-ID. Device can be configured to disable/hide any number of these PFs. The
X710/XXV710/XL710 is a Multi-function Per Port (MFP) device, meaning that it can support multiple PFs
sharing a single Ethernet port. The X710/XXV710/XL710 can be configured with up to 8 PFs sharing one
Ethernet port.

e Each PF implements these Base Address Registers (BARS)

— Memory BAR for direct access to most Internal Registers. This BAR can be configured to define either a 32-
bit or 64-bit base address. It's size is 256 KB or larger.

— MSI-X BAR for direct access to MSI-X-related structures. This BAR can be disabled/hidden. It can be
configured to define either a 32-bit or 64-bit base address and it’s size is 32 KB.

— Expansion ROM BAR for direct host access to one of the X710/XXV710/XL710 option ROM images. This BAR
can be disabled/hidden. It defines a 32-bit base address and it's size is 64 KB or larger.

— I/0 BAR for indirect access to most Internal Registers. This BAR can be disabled/hidden. It defines a 32-bit
base address and it's size is 32 bytes.

e Per-PF capabilities list (some of these can be disabled/hidden)

— PCI Power Management

— MSI

— MSI-X

— PCle

— Vital Product Data (VPD) Each PF can access a single shared instance of VPD storage, with a size up to
1024 bytes

— Advanced Error Reporting (AER)

— Device Serial Number

— Alternative RID Interpretation (ARI)

— SR-IOV

— TPH Requester

— Access Control Services (ACS)

— Secondary PCle

Reliability

e AER

e Support for optional End-to-End CRC (ECRC) generation and checking
e Recovery from data poisoning

e Completion timeout

Power Management

e Supports the PCI Power Management specification and section 5 of the PCI Express Base Specification

e Active state power management (LOs and L1 states)

e Does not support D1 or D2 power management states

e Does support DOuninitialized, DOactive, D3hot, and D3cold power management states

e D3hot transition to DO does preserve configuration context (as indicated by the RO PCI configuration bit
No_Soft_Reset=1b)

Interrupt Functionality

e INTx: Supports four INTx interrupts conveyed using the PCIe INTx virtual wire signalling mechanism. A given
PF can only map a single INTx.

e MSI: Supports one Message-Signaled Interrupt (MSI) per PF.

e MSI-X: Supports up to 1168 MSI-X vectors, shared among PFs and VFs. Up to 129 MSI-X interrupts can be
assigned to a single PF and up to 17 MSI-X interrupts can be assigned to a single VF, depending on the number
of enabled functions.

e Sophisticated interrupt moderation using Interrupt Throttling (ITR) and Interrupt Rate Limiting (INTRL).
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Table 1-2. PCIe host interface features!

Description

I/0 Virtualization

e Supports PCI-SIG SR-IOV Specification with up to 128 VFs. VFs can be flexibly assigned to PFs, although
reassignment requires re-enumeration of the PCI bus hierarchy.
e Each VF implements these BARs
— Memory BAR for restricted access to Internal Registers. This BAR can be configured to define either a 32-bit
or 64-bit base address. It's size is 16KB or larger.
— MSI-X BAR for direct access to MSI-X-related structures. This BAR can be configured to define either a 32-
bit or 64-bit base address. It's size is 16KB.
e Per-VF Capabilities list (some of these can be disabled/hidden)
— MSI-X
— PCle
— AER
— ARI
— TPH requester
— ACS

1.  The total throughput supported by the X710/XXV710/XL710 is 40 Gb/s, even when connected via two 40 Gb/s connections.

Table 1-3. Link layer Ethernet port features

Description

Ethernet Speeds and Interfaces

40 Gb/s: 2 ports of XLAUI, XLPPI, KR4, or CR4

10 Gb/s: 2 ports of XAUI or KX4, or 4 ports of KR or SFI
1 Gb/s: 4 ports of KX or SGMII

The X710/XXV710/XL710 Maximum Transmit Unit Size (MTU) is 9728 - Ethernet header/CRC = 9728 - 18 = 9710
bytes (jumbo frames)

MTU can be further reduced by additional header fields such as Virtual Local Area Network (VLAN) tag(s), etc.

Full-duplex operation at all supported speeds

Integrates support for IEEE Std 802.3 Clause 73 Auto-Negotiation for Backplane Ethernet, including Clause 73
extensions for 40 Gb/s speed defined in IEEE Std 802.3ba.

Table 1-4. Performance on the network vs. packet size

Description

e Maximize link capacity when operating at 40 Gb/s link or 4x10 Gb/s links with packets larger than 128 bytes at
full duplex traffic.

e Maximize link capacity when operating at 2x10 Gb/s links or 1x10 Gb/s link in all packet sizes at full duplex
traffic.
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Table 1-5. Transmit and receive scheduling

Description

Queue Sets

e Supports up to 1024 LAN queue sets (768 typically available)

e Each queue set is assigned to the TC of a particular VSI

e Round Robin (RR) bandwidth distribution between TQs assigned to same queue set
¢ RR bandwidth distribution between LAN queue sets belonging to same TC of VSI

Quanta:

e Transmit work is scheduled in units of configurable per chip Quanta bytes.
e Quanta can be configured to be 1 KB, 2 KB, 4 KB, 8 KB, 16 KB, 32 KB or 64 KB.

VSI:

e Supports up to 384 VSIs with average of two TCs allocated per VSI
e Independent ETS/SLA configuration per VSI
e Configurable bandwidth limit per VSI.

VEB/VEPA:

e Supports up to 16 VEB/VEPA switching components
e Configurable bandwidth allocation among VEB/VEPA VSIs
e Configurable bandwidth Limit of VEB/VEPA egress port

S-components:

e Supports up to 4 S-components, one per physical port

e Configurable bandwidth allocation among S-channels

e Independent ETS configuration per S-component egress port
e Configurable bandwidth limit of S-component egress port

Bandwidth Distribution:

e Supports two bandwidth allocation modes
— Relative bandwidth allocation - used for ETS, and bandwidth allocation between ingress ports of the
switching component
— Best effort bandwidth allocation - used for SLA
e Supports three arbitration schemes
— Weighted RR
— Weighted Strict Priority (WSP)
— Combination of WSP and weighted RR
e On any given virtual link, minimum bandwidth allocation is 1% of the virtual link bandwidth

Bandwidth Limit:

e Configurable bandwidth limit in range of 40 Gb/s - 1 Mb/s with increment of 1 Mb/s
e Configurable maximum bandwidth accumulation with a maximum of 200%
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Table 1-6. LAN engine features

Description

VSI Support

For each of the X710/XXV710/XL710 384 allocated VSIs, the LAN engine allocates the following independent
resources:

e The LAN engine supports a total of 1536 LAN QPs (LQPs)
— A PF VSI can allocate and use up to 1536 LQPs
— A VF VSI can allocate and use up to 16 LQPs

e Statistics: One set of IEEE Std 802.3 Clause 30 hardware statistics counters per VSI

e TSO context: For each TQ, the LAN engine allocates storage for TSO context like TCP sequence numbers and
other header fields changed by the TSO process. This enables each TQ to make independent progress on its
TSO operations.

The following resources are notably not allocated per VSI:

e Interrupts: Interrupt vectors are typically allocated per CPU core. Software controls how a single vector is
shared amongst interrupt causes (like LAN queues). Typically sharing is limited to a small number of LAN
queues to minimize polling performance loss.

e RSS: RSS logic is implemented per-PCI Function (both PFs and VFs), there are 144 instances. Any PF or VF
allocated multiple VSIs must share its RSS logic and programming among the VSIs.

Programming Interface.

e LAN TQ descriptors: There are different LAN TQ descriptors that define: packet data, transmit context (such as
TSO information) and flow director filter programming. All TQ descriptors are 16 bytes. The packet data
descriptor defines one fragment. If a packet or TSO is comprised of multiple fragments, packet data
descriptors can be chained, up to a limit of eight per transmitted Ethernet packet (TSOs are allowed more). TQ
completions are signaled either by descriptor writeback, or by updating a software head pointer in host
memory. Software controls this signaling mechanism on a per-TQ basis. Software controls signaling frequency
on a per-descriptor basis.

e LAN RQ descriptors: Each LAN RQ descriptor defines up to two fragments, one for the packet, and one for the
header (used when optional header splitting is enabled). For a given RQ, the fragment lengths are fixed and
programmed into RQ context. Maximum size of the packet fragment is 16 KB and maximum size of the header
fragment is 2 KB. A received packet is allowed to span multiple RQ descriptors, up to a limit of five. When the
LAN engine has filled a LAN RQ descriptor, it writes completion status back to the descriptor. RQ descriptors
can be configured per queue to be either 16 or 32 bytes in size, depending on the amount of completion status
detail desired.

e LAN Q properties (TQ and RQ): LAN Qs are mapped into host memory as physically contiguous ring buffers.
Maximum LAN Q depth is configurable on a per-Q basis. Supported values range from 8 to 8 KB entries.
Maximum LAN TQ size is 8 KB entries x 16 bytes = 128 KB. Maximum LAN RQ size is 8 KB entries x 32 bytes =
256 KB. Each LAN Q can be individually disabled.

Performance Optimizations (available to every VSI)

e Packet checksum offloads: Calculates IP, UDP, TCP, and Stream Control Transmission Protocol (SCTP)
checksums for insertion into transmitted packets and for integrity checking on received packets. Includes
support for UDP and TCP checksums in both IPv4 and IPv6 datagrams.

e TCP/UDP segmentation offload, also referred to Large Send Offload (LSO) for transmitted IPv4 and IPv6
packets. The maximum size of a TSO operation is 256 KB.

e Received packet header splitting. This feature enables a received packet’s header to be placed in a different
host buffer than the packet payload. Each RQ can be configured independently to perform header splitting at a
specified header layer: none, IP, TCP, UDP, etc.

e RSS: PF instances of the RSS logic implement 256 entry indirection tables, supporting up to 64 RQs/CPUs. VF
instances of the RSS logic implement 64 entry indirection tables, supporting up to 16 RQs/CPUs.
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Table 1-6. LAN engine features

Description

Intel Virtual Machine Device Queues (VMDq) Functionality

VMDgq defines the hardware offloads that support Virtual Bridges (VBs) implemented in software (usually in a
VMM). The X710/XXV710/XL710 supports both VMDq version 1 and version 2.

e Some of the major features of VMDq version 1
— Layer 2 filters for sorting packets based on MAC address
— Layer 2 filters for sorting packets based on VLAN tags
— 1536 LAN QPs that can be flexibly allocated to the PFs for VMDq flows
— Default queue mechanism for non-matching packets
— MSI-X interrupt per queue
e Some of the major features of VMDq version 2 (VMDg2)
— Internal switching from a TQ to a RQ
— Broadcast and multicast replication
— Ability to sort packets based on a combination VLAN tag and MAC address filter
— Anti-spoofing transmit filters (VLAN and MAC)

Preboot Execution Environment (PXE)

Supports the PXE remote boot standard. Also supports Internet Small Computer System Interface (iISCSI) boot via
expansion ROM firmware.

Flow director filters: 8 K perfect-match filters stored on-chip

Table 1-7. Internal switching features

Description

VSI Support

The X710/XXV710/XL710 supports a total of 384 VSIs. VSI assignment is flexible, but the choice to support 384
VSIs is motivated by the following usage example:

e 256 VSIs for VFs or VMDq2

e 32 VSIs for PFs

e 24 control ports (16 for VEBs/VEPAs, 4 for Ethernet ports, 4 for S-comp/E-comp)

e 16 mirror ports

e 4 for EMP

e 20 extras
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Table 1-7. Internal switching features

Description

EVB and Bridge Port Extension (BPE) Functionality

e Supports EVB as defined in the IEEE P802.1Qbg specification

e The X710/XXV710/XL710 supports up to four S-components or four eBridge port extenders (one per port), up
to 512 S-tags, and up to 384 S-channels

e The X710/XXV710/XL710 supports up to 16 internal VEBs or VEPAs

e Asingle Ethernet port can connect up to 384 S-channels. Connecting to these S-channels can be VEBs, VEPAs,
or port extenders. The X710/XXV710/XL710 must be configured for either VEPA or port extenders (both are
not supported simultaneously). Given these rules, plus the global constraints described in the preceding
bullets, a single Ethernet port can connect either:
— Up to 16 VEBs or VEPAs. This case only requires up to 16 S-channels.
— Up to 384 EBPs or VEBs. Of the 384, only up to 16 can be VEBs.

e Each VEB is compliant with the IEEE 802.1Q Ethernet VLAN-aware bridge specification

e Supports MAC address forwarding table with 1536 entries

e Supports MAC and VLAN address forwarding table with 2048 pairs

e Supports VLAN insertion and removal for up to 256 VLAN tags located anywhere in the 4K VLAN space

e Supports Private VLANs

e Supports port mirroring

e Each VSI can be programmed for promiscuous reception of unicast, broadcast and multicast packets

Internal switching operates independently of the state of the LAN ports (also when LAN ports are down)

Table 1-8. System manageability features

Description

Sideband Interfaces for connection to an external MC

e SMBus operating at up to 1 Mb/s
e PCle (together with MCTP)

Sophisticated filters to select received packet flows for delivery or mirroring to the MC. Each of the following filters
is instantiated per-Ethernet port:

e 4 MAC filters

e 8 VLAN filters

e 4 Ethertype filters

e 4 to 7 IPv4/IPv6 filters

e 16 UDP/TCP port filters

e 1 Flexible Total Cost of Ownership (TCO) filter

e Address Resolution Protocol (ARP) filtering

e Neighbor discovery filtering

e Remote Management Control Protocol (RMCP) filtering
e Internet Control Message Protocol (ICMP) filtering

Ability to internally switch packets for communication between an operating system and MC.

Statistics
For each Ethernet port, the X710/XXV710/XL710 implements the statistics defined in the following standards:

— IEEE Std 802.3 Clause 30
— RFC 2819 - RMON Ethernet statistics group

For each VSI, the X710/XXV710/XL710 implements the statistics defined in the following standard: IEEE Std 802.3
Clause 30.
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Table 1-9. Power management features

Description

Supports the PCIe power management features defined in the “Power Management” entry in Table 1-2.

Energy Efficient Ethernet (EEE)

Supports EEE as defined in the IEEE P802.3az specification. EEE is supported with both internal backplane
Ethernet PHYs and with select external PHYs.

e Internal backplane Ethernet PHY modes that support EEE: KR, KX4, KX

e Interfaces that support EEE using an external PHY: KR, XAUI, SFI, SGMII

Low Power Link Up (LPLU)

In a backplane Ethernet environment, when the X710/XXV710/XL710 is entering a low power state like D3co.p,
the X710/XXV710/XL710 LPLU logic attempts to re-autonegotiate its backplane Ethernet ports to their lowest
possible link speed.

Advanced Power Management (APM) Wake Up
Supports APM wake up per-PF:

e Magic packet filter. When a magic packet arrives, and if the Magic packet filter is enabled, this can trigger a
wake up.

Table 1-10. General features

Description

Serial Flash Interface

Configurable LED operation for software or Original Equipment manufacturer (OEM) customization of LED displays.
Default Configuration by Non-volatile Memory (NVM) for all LEDs for pre-driver functionality

Device disable capability

Package Size 25 x 25 mm

Watchdog timer
Time Sync (IEEE 1588)
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Table 1-10. General features

Description

Firmware and Expansion ROM Management

e All firmware and expansion ROM code is stored in flash memory and is field upgradable

e Supports field upgrades via host software utility or MC program

e Supports independent update of these objects: EMP firmware and Expansion ROM code

e Supports secure authentication of during an update procedure: EMP firmware Expansion ROM code and
protected with a digital signature produced using SHA256 hash and 2048b RSA encryption.

e The firmware and expansion ROM field upgrade procedure can be carried out while the X710/XXV710/XL710 is
in normal operation. The X710/XXV710/XL710 does not load and use the new content until a reset occurs.

e Failure of the firmware or expansion ROM field upgrade procedure (due to interrupting of Flash programming,
or authentication failure) never prevents a reattempt of the field upgrade procedure. Normally the X710/
XXV710/XL710 reverts to the previously saved firmware or expansion ROM content when a field upgrade fails.

SDPs

e 22 total SDPs: Four groups containing 4 pins, plus 6 groups containing a single pin. Each group can be
configured for ownership by a different X710/XXV710/XL710 software driver, and can be independently
programmed.

e SDPs are typically used to exchange information with or to control external devices (such as PHY devices)
under X710/XXV710/XL710 software driver control.

e Each SDP can be configured as an input, output, or interrupt source.

Device / Port / PCI Function Disable

The X710/XXV710/XL710 implements two strapping pins that, together with NVM settings, enable the entire X710/
XXV710/XL710, or selected Ethernet ports and their associated PCI functions or selected PCI functions to be
disabled. Disabling occurs before PCI enumeration, the disabled resources are completely hidden.

1.3 Conventions

1.3.1 Numbers and number bases

Hexadecimal numbers are written with a 0x prefix (like OXFFFF or 0x1234ABDF). Binary numbers are
written with a lowercase b suffix (like 1001b or 10b). Decimal nhumbers are indicated without any suffix
or using a lowercase d suffix (like 4500d).
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1.3.2 Byte ordering

This section defines the internal organization of registers and memory structures that span multiple
bytes. A few conventions to start with are:

1. Network Order - Ethernet always transmits multiple-bytes fields with the Most Significant (MS) byte
first

2. Endian notation - defines how a logical entity (such as a MAC address) is stored in a given structure
(like register or descriptor). Two options exist:

a. Little Endian (LE) notation — The MS byte of the logical entity is mapped to the highest byte
address of the structure

b. Big Endian (BE) notation — The MS byte of the logical entity is mapped to the lowest byte
address of the structure

A few examples follow:

Example 1: A 32-bit counter is equal to 0x01234567 (such as the sequence number in the TCP
header). The counter is transferred on the wire as: 01 23 45 67 where 01 is the first byte on the wire
and 67 is the last byte.

LE registers store this counter as (in bytes) as follows:
0x01 - highest byte address

0x23

0x45

0x67 - lower byte address

BE registers store this counter as (in bytes) as follows:
0x67 - highest byte address

0x45

0x23

0x01 - lower byte address

Example 2: An L2 type register that holds the value of IPv4 header is equal to 0x0800. The field is
transferred on the wire as: 08 00 where 08 is the first byte on the wire.

LE registers store this counter as (in bytes) as follows:
0x08 - highest byte address

0x00 - lower byte address

BE registers store this counter as (in bytes) as follows:
0x00 - highest byte address

0x08 - lower byte address

Example 3: A 48-bit Ethernet MAC address equals to 0x00112348A9BE. The Ethernet MAC address is
transferred on the wire as: 00 11 23 48 A9 BE where 00 is the first byte on the wire.

LE registers store this counter as (in bytes) as follows:
0x00 - highest byte address
0x11
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0x23

0x48

0xA9

OxBE - lower byte address

BE registers store this counter as (in bytes) as follows:
OxBE - highest byte address

0xA9

0x48

0x23

0x11

0x00 - lower byte address

The following rules determine the Endian-ness of the X710/XXV710/XL710 structures:

e The general rule is that all structures are defined in LE notation unless defined otherwise. These
structures include:

— Registers

— AQ commands

— Structures in host memory (including any type of descriptors)

— NVM

— LAN
¢ The following structures are in BE notation:

— Host memory buffers that are received or transmitted

— Any structures that contains a MAC address (see exception for field vector)
e The following structures have a mixed notation:

— Field vector is presented in mixed BE/LE notation: words are ordered in BE notation and bytes
within the words are presented in LE notation

— Type-length-value (TLV) structures are stored in the NVM in mixed BE/LE notation: words are
ordered in BE notation and bytes within the words are presented in LE notation

1.4 Overview of standards

Table 1-11 lists standards relevant to the X710/XXV710/XL710.
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Table 1-11. Standards supported by the X710/XXV710/XL710

Category Description

base Title: Computing the Internet Checksum
Document: http://www.ietf.org/rfc/rfc1071.txt
Description: This RFC describes how to compute the internet checksums used in IP, TCP and UDP.

base Title: A TCP/IP Tutorial
Document: http://www.ietf.org/rfc/rfc1180.txt

Description: Bare bones tutorial of TCP/IP protocol suite: ARP, IP and TCP and Upper Layer Protocols
(ULPs). This is included for informative purposes only.

base Title: Implementing the Internet Checksum in Hardware.

Document: http: //www.ietf.org/rfc/rfc1936.txt

Description: Techniques for efficiently implementing the Internet checksum in hardware.

Ethernet Title: “Carrier Sense Multiple Access with Collision Detection (CSMA/CD) Access Method and Physical
Layer Specifications” (IEEE Std 802.3-2008)

Document: available from standards.ieee.org/getieee802

Description: Specifies the Ethernet MAC and PHY layers up to 10 Gb/s. Includes these now
superseded docs (among many others): 802.3ae (10 Gb/s base spec), 802.3an (10GBASE-T),
802.3ap (backplane Ethernet, KX, KX4, KR), etc.

Ethernet Title: “Carrier Sense Multiple Access with Collision Detection (CSMA/CD) Access Method and Physical
Layer Specifications - Amendment 4: Media Access Control Parameters, Physical Layers and
Management Parameters for 40 Gb/s and 100 Gb/s Operation” (IEEE Std 802.3ba-2010)

Document: available from standards.ieee.org/getieee802
Description: Defines Ethernet MAC and PHY layers for 40 and 100 Gb/s.

Ethernet Title: “Part 3: Carrier Sense Multiple Access with Collision Detection (CSMA/CD) Access Method and
Physical Layer Specifications - Amendment 8: MAC Control Frame for Priority-based Flow Control”
(IEEE P802.3bd-2011)

Document: available from standards.ieee.org/getieee802
Description: Defines a MAC control frame to support 802.1Qbb priority-based flow control.

Ethernet Title: “IEEE Standard for Local and Metropolitan Area Networks — Media access control (MAC)
Bridges” (IEEE Std 802.1D-2004)

Document: available from standards.ieee.org/getieee802
Description: Base specification for Ethernet bridging.

Ethernet Title: “IEEE Standards for Local and Metropolitan Area Networks - Media Access Control (MAC)
Bridges and Virtual Bridged Local Area Networks” (IEEE Std 802.1Q-2011)

Document: available from standards.ieee.org/getieee802

Description: Ethernet VLAN-aware bridge specification.

Ethernet Title: “IEEE Standard for Local and metropolitan area networks— Link Aggregation”
(IEEE Std 802.1AX-2008)
Document: available from standards.ieee.org/getieee802

Description: Logic and protocols that enable aggregation of one or more Ethernet links into a single
logical link. Until recently, link aggregation was defined in the 802.3 specification, but in the 2008
version it was moved to 802.1.
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Table 1-11. Standards supported by the X710/XXV710/XL710 (Continued)
Category Description

Ethernet Title: “Media Access Control (MAC) Bridges and Virtual Bridged Local Area Networks —
Amendmentl7: Priority-based Flow Control”
(IEEE P802.1Qbb-2011)
Document: available from standards.ieee.org/getieee802
Description: Priority-based Flow Control (PFC) is one of the specifications that comprise DCB. PFC
enables flow control per TC on IEEE 802 point-to-point full duplex links. This is achieved by a
mechanism similar to the IEEE 802.3 Annex 31B PAUSE, but operating on individual priorities.

Ethernet Title: “Virtual Bridged Local Area Networks — Amendment 18: Enhanced Transmission Selection for
Bandwidth Sharing Between Traffic Classes” (IEEE P802.1Qaz-2011)
Document: available from standards.ieee.org/getieee802
Description: ETS is one of the specifications that comprise DCB. ETS enables arbitration of
bandwidth between TCs. This specification also defines Data Center Bridging Exchange (DCBX)
protocol. DCBX enables configuration of DCB features onto an Ethernet LAN.

Ethernet Title: “Media Access Control (MAC) Bridges and Virtual Bridged Local Area Networks — Amendment
21: Edge Virtual Bridging” (IEEE P802.1Qbg-2012)
Document: available from standards.ieee.org/getieee802
Description: EVB is one of the specifications that comprise DCB. EVB defines many of the virtual
switching features on end stations like the X710/XXV710/XL710. This includes definition of things
like S-channels, which enable the multiplexing of multiple virtual channels on a single physical LAN,
VSIs, VEBs, VEPAs, etc. It also defines new management infrastructure for administering the new
features.

DCB Title: DCB Capability Exchange Protocol Base Specification, Rev 1.01
Document: available from http://www.ieee802.org/1/files/public/docs2008/az-wadekar-
dcbxcapability- exchange-discovery-protocol-1108-v1.01.pdf
Description: Defines CEE DCBX, a pre-standard version of the DCB Capability Exchange Protocol

DCB Title: Priority Grouping for DCB Networks, Rev 1.01
Document: available from http://www.ieee802.org/1/files/public/docs2008/az-wadekar-
etsproposal- 0608-v1.01.pdf
Description: Defines CEE ETS, a pre-standard version of the DCB Enhanced Transmission Selection
Protocol

Ethernet Title: “IEEE Standard for Local and metropolitan area networks— Station and Media Access Control
Connectivity Discovery” (IEEE Std 802.1AB-2009)
Document: available from standards.ieee.org/getieee802
Description: Defines Link Layer Discovery Protocol (LLDP) that enables a server to advertise it's
identity, capabilities, and interconnections to other entities on an Ethernet fabric.

Ethernet Title: “IEEE Standard for a Precision Clock Synchronization Protocol for Networked Measurement and
Control Systems” (IEEE Std 1588-2008)
Document: available from standards.ieee.org
Description: Defines a protocol that enables precise synchronization of clocks in systems
communicating via packet networks.

Ethernet Title: "SFF-8436 Specification for QSFP+ Copper and Optical Modules, rev 3.1, 4/22/2009"
Document: ftp://ftp.seagate.com/pub/sff/SFF-8436.PDF (see www.sffcommittee.com)
Description: Defines the Quad Small Form Factor Pluggable (QSFP+) module mechanicals, electrical
interface and pinout, etc.
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Table 1-11. Standards supported by the X710/XXV710/XL710 (Continued)

Category Description

Ethernet Title: "SFF-8431 Specifications for Enhanced Small Form Factor Pluggable Module SFP+, rev 4.1,
7/6/2009"
Document: ftp://ftp.seagate.com/sff/SFF-8431.PDF (or see www.sffcommittee.com)

Description: Defines the SerDes Framer Interface (SFI) high speed electrical interface to a Small
Form-factor Pluggable (SFP+) optical module. Also defines the SFP+ management interface.

Ethernet Title: RMII Specification, rev 1.2, 3/20/1998

Description: Reduced pin count interface used in place of IEEE standard Media Independent
Interface (MII). The X710/XXV710/XL710 has an Reduced Media Independent Interface (RMII)
interface for its NC-SI connection.

Ethernet Title: Serial-GMII Specification, rev 1.8, 11/2/2005, published by Cisco Systems

Document.: ftp://ftp-eng.cisco.com/smii/sgmii.pdf

Description: Reduced pin count interface used in place of IEEE standard Gigabit Media Independent
Interface (GMII).

Ethernet Title: Ethernet Alliance, Ethernet Jumbo Frames, ver 0.3, 11/17/2009
Document: EA-Ethernet Jumbo Frames v0 3.pdf

Title: Extended Frame Sizes for Next Generation Ethernets
Document: AlteonExtendedFrames_W0601.pdf

Title: Extended Ethernet Frame Size Support

Document: draft-kaplan-isis-ext-eth-02.txt

Description: Documents describing jumbo frames. Included for informative purposes only.

test Title: IEEE Standard Test Access Port and Boundary-Scan Architecture (IEEE Std 1149.1-2001)
Document: available from standards.ieee.org

Description: Defines a standard interface through which instructions and test data are
communicated to an integrated circuit for component- and circuit board-level testing.

Ethernet/ Title: Standard for the Transmission of IP Datagrams over Ethernet Networks
Ip Document:_http://www.ietf.org/rfc/rfc894.txt
Description: This specifies the method for transmitting IP datagrams over Ethernet.

Ethernet/ Title: Standard for the Transmission of IP Datagrams over IEEE 802 Networks

Ip Document:_http://www.ietf.org/rfc/rfc1042.txt
Description: This specifies the method for transmitting IP datagrams over IEEE 802.3 networks.
iARP Title: Address Resolution Protocol (ARP)

Document:_http://www.ietf.org/rfc/rfc0826.txt
Description: Protocol to convert IP addresses to Ethernet addresses

IP Title: Internet Protocol
Document:_http://www.ietf.org/rfc/rfc0791.txt
Description: Base specification for IPv4.

1P Title: Internet Protocol, Version 6
Document:_http://www.ietf.org/rfc/rfc2460.txt
Description: Base specification for IPv6.
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Table 1-11.

Standards supported by the X710/XXV710/XL710 (Continued)

Category

Description

IP

Title: Neighbor Discovery for IP version 6 (IPv6)
Document:_http://www.ietf.org/rfc/rfc4861.txt

Description: IPv6 nodes use neighbor discovery to discover each other's presence, to determine
each other's link-layer addresses, to find routers, and to maintain reachability information. This is an
important standard for power management.

IP

Title: Multicast Listener Discovery (MLD) for IPv6
Document:_http://www.ietf.org/rfc/rfc2710.txt

Description: Specifies the protocol used by an IPv6 router to discover the multicast listeners on its
directly attached links. MLD is derived from version 2 of IPv4's Internet Group Management
Protocol, IGMPv2. This is an important standard for power management.

IP

Title: Multicast Listener Discovery Version 2 (MLDv2) for IPv6
Document:_http://www.ietf.org/rfc/rfc3810.txt
Description: Updates RFC 2710. This is an important standard for power management.

IP

Title: TCP Processing of the IPv4 Precedence Field
Document: http: //www.ietf.org/rfc/rfc2873.txt

Description: Corrects a conflict between TCP as defined in RFC793 and DiffServ in handling of the
IPv4 precedence field.

TCP

Title: Transmission Control Protocol
Document:_http://www.ietf.org/rfc/rfc0793.txt
Description: Base specification for TCP.

TCP

Title: Window and Acknowledgement Strategy in TCP
Document: http://www.ietf.org/rfc/rfc813.txt

TCP

Title: Congestion Control in IP/TCP Internetworks
Document:_http://www.ietf.org/rfc/rfc896.txt

Description: Defines the Nagle algorithm, which specifies delaying transmission of small amounts of
data when there are Acknowledgments (ACKs) outstanding.

TCP

Title: TCP Extensions for High Performance
Document:_http://www.ietf.org/rfc/rfc1323.txt

Description: Defines the TCP window scale and timestamp options, Round Trip Time Measurement
(RTTM) and Protect Against Wrapped Sequences (PAWS).

TCP

Title: Known TCP Implementation Problems
Document:_http://www.ietf.org/rfc/rfc2525.txt

Description: This RFC describes implementation issues with various historical TCP/IP stacks. While it
is included here for informative purposes only, it does serve as a good check list to avoid known
problems.

TCP

Title: TCP Congestion Control
Document: http://www.ietf.org/rfc/rfc5681.txt
Description: TCP slow start, congestion avoidance, fast retransmit, and fast recovery algorithms.

TCP

Title: The NewReno Modification to TCP’s Fast Recovery Algorithm
Document: http://www.ietf.org/rfc/rfc3782.txt

Description: Update the fast recovery algorithm that is run after three duplicate ACKs have been
received. Changes to the CWND during fast recovery, scheduling additional fast retransmitted
packets if the received ACKs do not acknowledge all the data when fast recovery was entered.
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Table 1-11.

Standards supported by the X710/XXV710/XL710 (Continued)

Category

Description

TCP

Title: TCP Problems with Path MTU Discovery
Document: http://www.ietf.org/rfc/rfc2923.txt

Description: Discusses problems with existing RFC 1191 implementations that should be avoided.
Serves as an implementation checklist.

TCP

Title: Computing TCP's Retransmission Timer
Document:_http://www.ietf.org/rfc/rfc2988.txt

Description: Defines the standard algorithm that TCP senders are required to use to compute and
manage their retransmission timer.

TCP

Title: Increasing TCP's Initial Window
Document:_http://www.ietf.org/rfc/rfc3390.txt

Description: Specifies an optional standard for TCP to increase the permitted initial window from one
or two segments to roughly 4KB.

TCP

Title: TCP Congestion Control with Appropriate Byte Counting (ABC)
Document:_http://www.ietf.org/rfc/rfc3465.txt

Description: This experimental RFC defines a small modification to the way TCP increases its
congestion window. Instead of increasing cwnd by a constant amount for each acknowledgment,
cwnd is increased based on the number of previously unacknowledged bytes each ACK covers.

ubpP

Title: User Datagram Protocol
Document:_http://www.ietf.org/rfc/rfc0768.txt
Description: Base specification for UDP.

Tunnelling

Title: NVGRE: Network Virtualization using Generic Routing Encapsulation
Document: http://datatracker.ietf.org/doc/draft-sridharan-virtualization-nvgre/?include_text=1
Description: MAC in Generic Routing Encapsulation (GRE) over IP encapsulation

Tunnelling

Title: VXLAN: A Framework for Overlaying Virtualized Layer 2 Networks over Layer 3 Networks
Document: http://datatracker.ietf.org/doc/draft-mahalingam-dutt-dcops-vxlan/?include_text=1
Description: MAC in UDP encapsulation

Storage

Title: SCSI Block Commands - 3 (SBC-3), 11/25/2009, T10/1799-D
Document: drafts available from http://www.t10.org/

Description: Defines the SCSI Block Commands - 3 (SBC-3) command set, which maintains a high
degree of compatibility with the SBC-2 command set, INCITS 405-2005. Of particular interest to the
X710/XXV710/XL710, SBC-3 defines protection information (also known as Data Integrity Field or
DIF), an industry standard for data integrity that protects data between a block storage initiator and
the storage device.

Mgmt

Title: System Management Bus (SMBus) Specification, v3.0, 12/20/2014
Document:http://www.smbus.org/specs/ SMBus_3_0_20141220.pdf

Description: A two-wire interface for communication of management information, based on the
principles of operation of I2C.

Mgmt

Title: Network Controller Sideband Interface (NC-SI) Spec, v1.0.1, 1/10/2013
Document: dmtf.org/sites/default/files/standards/documents/DSP0222 1.0.pdf

Description: Standardizes the sideband communication interface between a NIC (the X710/XXV710/
XL710) and a MC.

Mgmt

Title: Network Controller Sideband Interface (NC-SI) Spec, v1.1,0 Draft 40 11/08/2015

Description: Standardizes the sideband communication interface between a NIC (X710/XXV710/
XL710) and a MC.
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Table 1-11.

Standards supported by the X710/XXV710/XL710 (Continued)

Category

Description

Mgmt

Title: UM10204 I2C-bus specification and user manual rev 5.
Document: www.nxp.com/documents/user_manual/UM10204.pdf

Description: I2C specification with support up to 1 Mb/s.

Mgmt

Title: Management Component Transport Protocol (MCTP) Base Specification, rev 1.1.0, 4/22/2010
Document: dmtf.org/sites/default/files/standards/documents/DSP0236_1.1.0.pdf
Description: Specifies MCTP protocol.

Mgmt

Title: Management Component Transport Protocol (MCTP) SMBus/I2C Transport Binding
Specification, rev 1.0.0, 7/28/2009

Document: dmtf.org/sites/default/files/standards/documents/DSP0237 1.0.0.pdf
Description: Describes the binding of MCTP over SMBus.

Mgmt

Title: Management Component Transport Protocol (MCTP) PCIe VDM Transport Binding Specification,
rev 1.0.1, 12/11/2009

Document: _dmtf.org/sites/default/files/standards/documents/DSP0238_1.0.1.pdf
Description: Describes the binding of MCTP over PCle.

Mgmt

Title: Management Component Transport Protocol (MCTP) IDs and Codes, rev 1.1.0, 11/3/2009
Document: dmtf.org/sites/default/files/standards/documents/DSP0239_1.1.0.pdf
Description: Describes constants used by MCTP specifications.

Mgmt

Title: NC-SI Over MCTP Specification, rev 1.1.0, 3/21/2015
Document: http:// www.dmtf.org/sites/default/files/standards/documents/DSP0261_1.1.0.pdf
Description: Describes the encapsulation of NC-SI packets in MCTP.

Power
Mgmt

Title: Magic Packet Technology, November 1995
Document:_http://support.amd.com/TechDocs/20213.pdf

Description: Defines a method for waking up a sleeping networked PC using a specific Ethernet
frame (a Magic packet).

Power
Mgmt

Title: PCI Bus Power Management Interface Specification, rev 1.2, 3/3/2004
Document: available from www.pcisig.com

Description: Defines a standard set of PCI peripheral power management hardware interfaces and
behavioral policies.

Power
Mgmt

Title: “Carrier Sense Multiple Access with Collision Detection (CSMA/CD) Access Method and Physical
Layer Specifications — Amendment: Media Access Control parameters, Physical Layers and
management parameters for Energy-Efficient Ethernet” (IEEE P802.3az-2010)

Document: available from standards.ieee.org/getieee802

Description: EEE defines a mechanism to reduce power consumption during periods of low link use.

Power
Mgmt

Title: proxZZZy for sleeping hosts, February 2010 (ECMA-393)
Document: www.ecma-international.org/publications/files/ECMA-ST/ECMA-393.pdf

Description: Defines a low-power proxy that handles key network tasks for a high-power device,
thus allowing the high-power device to sleep when not in active use.

Statistics

Title: The Interfaces Group MIB
Document:_http://www.ietf.org/rfc/rfc2863.txt
Description: Describes objects used for managing network interfaces.
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Table 1-11. Standards supported by the X710/XXV710/XL710 (Continued)

Category Description

Statistics Title: Remote Network Monitoring MIB
Document:_http://www.ietf.org/rfc/rfc2819.txt

Description: Defines objects for managing remote network monitoring devices. Includes the popular
packet size histogram counters.

Statistics Title: Microsoft NDIS 6.0 OID_GEN_STATISTICS

Document: _msdn.microsoft.com/en-us/library/ff569640(VS.85).aspx
Description: Adapter statistics counters defined by Microsoft for NDIS 6.0.
Statistics Title: MIB for the Internet Protocol (IP)
Document:_http://www.ietf.org/rfc/rfc4293.txt

Description: IP version-independent IP MIB. Obsoletes RFC 2011, 2465, 2466.
Statistics Title: MIB for the Transmission Control Protocol (TCP)

Document: _http://www.ietf.org/rfc/rfc4022.txt

Description: IP version-independent TCP MIB. Obsoletes RFC 2012, 2452.
Statistics Title: MIB for the User Datagram Protocol (UDP)
Document:_http://www.ietf.org/rfc/rfc4113.txt

Description: Objects for managing implementations of UDP. Obsoletes RFC 2013.
PCI Title: PCI Local Bus Specification, rev 3.0, 2/3/2004

Document: available from www.pcisig.com

Description: Compliant with select sections, such as Appendix I Vital Product Data.
PCI Title: PCI Hot-Plug Specification, rev 1.1, 6/20/2001

Document: available from www.pcisig.com

Description: Defines how PCI add-in cards are installed and removed while the system is running.

PCI Title: PCI Firmware Specification, rev 3.0, 6/20/2005

Document: available from www.pcisig.com

Description: Defines the firmware interface for managing PCle systems in a host computer.
Describes the format, contents, and code entry points for expansion ROMs.

PCI Title: PCI Express Base Specification, rev 3.0, 11/10/2010

Document: available from www.pcisig.com

Description: Contains the technical details of the PCle architecture, protocol, link layer, physical
layer, and software interface. Also defines some important power management features, including
Optimized Buffer Flush/Fill (OBFF).

PCI Title: PCI Express Card Electromechanical Specification, rev 2.0, 4/11/2007

Document: available from www.pcisig.com

Description: Mechanical and electrical specifications for an Evo card form factor.

PCI-IOV Title: Single Root I/0 Virtualization and Sharing Specification, rev 1.1, 1/20/2010

Document: available from www.pcisig.com

Description: The SR-IOV specification defines extensions to the PCle specification that enable the
VMs in a virtualized server to efficiently share PCI adapter hardware resources.

software Title: Microsoft specification for “Receive Side Scaling” (RSS) from MSDN.
Document: msdn.microsoft.com/en-us/library/ff567236%28v=VS.85%29.aspx

Description: RSS is a network driver technology that enables the efficient distribution of network
receive processing across multiple CPUs in multiprocessor systems.
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2.0 Pin interface

2.1 Pin descriptions

Note: The Intel® Ethernet Controller XXV710 (XXV710) signal pins are not pin-compatible with the

X710/XL710 signal pins. Refer to Appendix B for more detail.

This section provides detailed descriptions of the X710/XXV710/XL710 signal pins, grouped by function.
A “_N" following the signal name indicates that the signal is active-low. Signal names with a suffix of

“_p” and “_n" refer to differential signals.

The buffer types are listed in Table 2-1.

Table 2-1. Buffer types

Buffer Description
In Input is a standard input-only signal.
Out (O) Totem Pole Output (TPO) is a standard active driver.
t/s Tri-state is a bi-directional, tri-state input/output pin.
o/d Open drain enables multiple devices to share as a wire-OR.
A-in Analog input signals.
A-out Analog output signals.
A-Inout Bi-directional analog signals.
B Input BIAS.
CML-in Current Mode Logic (CML) input signal.
NCSI-in NC-SI input signal.
NCSI-out NC-SI output signal.
Pu Internal pull-up resistor.
Pd Internal pull-down resistor.
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2.2 Pin assignment and description

The X710/XXV710/XL710 is packaged in a 25 mm x 25 mm 576-pin Flip-Chip Ball Grid Array (FCBGA)
package. The following sections provide the signal names, pin/ball assignments and signal descriptions.
The electrical specifications for the signals are described in Section 13.0.

2.2.1 PCIe interface pins

This section provides the pin assignment for PCIe interface signals. The AC/DC specifications for the
PCIe interface signals are defined in Section 13.6.

Table 2-2. PCIe interface signals

Signal Ball # Type Description
PE_CLK_p AB23 A-in PCIe Differential Reference Clock In. A 100 MHz differential clock input. This clock is used
PE CLK n AB24 as the reference clock for the PCIe Tx/Rx circuitry and by the PCIe core PLL to generate
- clocks for the PClIe core logic.
PET_O_p Y23 A-out PCle Serial Data Output. A serial differential output pair running at 8 Gb/s or 5 Gb/s or 2.5
PET 0 n Y24 Gb/s. This output carries both data and an embedded 8 GHz or 5 GHz or 2.5 GHz clock
- that is recovered along with data at the receiving end.
PET_1_p V23 A-out Same as previous.
PET_1_n V24
PET_2_p T23 A-out Same as previous.
PET_2_n T24
PET_3_p P23 A-out Same as previous.
PET_3_n P24
PET_4_p J23 A-out Same as previous.
PET_4_n J24
PET_5_p G23 A-out Same as previous.
PET_5_n G24
PET_6_p E23 A-out Same as previous.
PET_6_n E24
PET_7_p C23 A-out Same as previous.
PET_7_n C24
PER_O_p AC20 A-in PCIe Serial Data Input. A serial differential input pair running at 8 Gb/s or 5 Gb/s or 2.5
PER_O_n AC21 Gb/s. An embedded clock present in this input is recovered along with the data.
PER_1_p AA20 A-in Same as previous.
PER_1_n AA21
PER_2_p u20 A-in Same as previous.
PER_2_n u21
PER_3_p R20 A-in Same as previous.
PER_3_n R21
PER_4_p K20 A-in Same as previous.
PER_4_n K21
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Signal Ball # Type Description

PER_5_p H20 A-in Same as previous.

PER_5_n H21

PER_6_p D20 A-in Same as previous.

PER_6_n D21

PER_7_p B20 A-in Same as previous.

PER_7_n B21

PE_WAKE_N AA18 o/d Wake. Pulled to 0b to indicate that a Power Management Event (PME) is pending and the
PClIe link should be restored. Defined in the PCle specifications.

PE_RST_N AD18 In Power and Clock Good Indication. Indicates that power and PClIe reference clock are
within specified values. Defined in the PCle specifications.Also called PCIe Reset and
PERST.

2.2.2 Ethernet interface pins

This section provides the pin assignments for Ethernet interface signals. The AC/DC specifications for
the Ethernet interface signals are defined in Section 13.6.

Table 2-3. Ethernet interface pins
Signal Ball # Type Description
REFCLKIN_p_XTAL_IN P2 CML-in External Reference Clock Input or Crystal Oscillator Input/Output. These pins
REFCLKIN_n_XTAL_OUT P1 might be driven by a 25 MHz crystal or an external clock oscillator (25 MHz

+0.01%). The OSC_SEL pin is used to choose between a crystal source or an
external clock oscillator.

RXA_L3_p B4 A-in Serial Data Input for Ethernet interface Group A. A serial differential input
RXA L3 n Ad pair running at up to 10.3125 GBaud. An embedded clock present in this
- input is recovered along with the data.

This lane is used as a receive pair for one of the Ethernet ports in KX, KR,
and SFI modes for 4-port 10 Gb/s serial configuration.

This lane is also used as one of the receive pairs in XAUI, KX4, KR4, XLAUI or
XLPPI modes for 4-lane 10 Gb/s or 40 Gb/s configurations.

RXA_L2_p D4 A-in Same as previous.

RXA_L2_n D5

RXA_L1_p F4 A-in Same as previous.

RXA_L1_n F5

RXA_LO_p H4 A-in Same as previous.

RXA_LO_n H5

TXA_L3_p C1 A-out Serial Data Output for Ethernet Interface Group A. A serial differential output
TXA_L3_n c2 pair running at up to 10.3125 GBaud. This output carries both data and an

embedded clock that is recovered along with data at the receiving end.
This lane is used as a transmit pair for one of the Ethernet ports in KX, KR,
and SFI modes for 4-port 10 Gb/s serial configuration.

This lane is also used as one of the transmit pairs in XAUI, KX4, KR4, XLAUI
or XLPPI modes for 4-lane 10 Gb/s or 40 Gb/s configurations.

TXA_L2_p E1l A-out Same as previous.
TXA_L2_n E2
TXA_L1_p G1 A-out Same as previous.
TXA_L1_n G2
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Signal Ball # Type Description

TXA_LO_p J1 A-out Same as previous.

TXA_LO_n J2

RXB_L3_p u4 A-in Serial Data Input for Ethernet Interface Group B. A serial differential input

RXB L3 n us pair running at up to 10.3125 GBaud. An embedded clock present in this

- input is recovered along with the data.

This lane is used as a receive pair for one of the Ethernet ports in KX, KR,
and SFI modes for 4-port 10 Gb/s serial configuration.
This lane is also used as one of the receive pairs in XAUI, KX4, KR4, XLAUI or
XLPPI modes for 4-lane 10 Gb/s or 40 Gb/s configurations.

RXB_L2_p w4 A-in Same as previous.

RXB_L2_n W5

RXB_L1_p AA4 A-in Same as previous.

RXB_L1_n AAS5

RXB_LO_p AC4 A-in Same as previous.

RXB_LO_n AD4

TXB_L3_p T1 A-out Serial Data Output for Ethernet Interface Group B. A serial differential output

TXB L3 n ™ pair running at up to 10.3125 GBaud.This output carries both data and an

- embedded clock that is recovered along with data at the receiving end.

This lane is used as a transmit pair for one of the Ethernet ports in KX, KR,
and SFI modes for 4-port 10 Gb/s serial configuration.
This lane is also used as one of the transmit pairs in XAUI, KX4, KR4, XLAUI
or XLPPI modes for 4-lane 10 Gb/s or 40 Gb/s configurations.

TXB_L2_p V1 A-out Same as previous.

TXB_L2_n V2

TXB_L1_p Y1 A-out Same as previous.

TXB_L1_n Y2

TXB_LO_p AB1 A-out Same as previous.

TXB_LO_n AB2
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Table 2-4. External Ethernet PHY control - MDIO / I2C interface signals

Signal Ball # Type Description
MDIOO_SDAO AD12 T/s, o/d Management Data, when configured as an MDIO interface. Bi-directional signal for serial
data transfers between the X710/XXV710/XL710 and the PHY management registers for
port O.

Note: Tri-state buffer, requires an external pull-up device.

12C Data, when configured as 2-wire management interface for port 0. Stable during the
high period of the clock (unless it is a start or stop condition).

Note: Open drain buffer requires an external pull-up device.

MDCO_SCLO AC12 O, o/d Management Clock, when configured as an MDIO interface. Clock output for accessing
the PHY management registers for port 0. MDC clock frequency is proportional to link
speed. At 10 Gb/s Link speed, MDC frequency can be set to 2.4 MHz (default) or 24
MHz.

12C Clock, when configured as 2-wire management interface for port 0. One clock pulse
is generated for each data bit transferred.

Note: This I/O operates as an open drain buffer, and therefore requires an external pull-
up device.

MDIO1_SDA1 AC17 T/s, o/d Management Data, when configured as an MDIO interface. Bi-directional signal for serial
data transfers between the X710/XXV710/XL710 and the PHY management registers for
port 1.

Note: Tri-state buffer requires an external pull-up device.

I12C Data, when configured as 2-wire management interface for port 1. Stable during the
high period of the clock (unless it is a start or stop condition).

Note: Open drain buffer requires an external pull-up device.

MDC1_SCL1 AB18 O, o/d Management Clock, when configured as an MDIO interface. Clock output for accessing
the PHY management registers for port 1. MDC clock frequency is proportional to link
speed. At 10 Gb/s Link speed, MDC frequency can be set to 2.4 MHz (default) or 24
MHz.

12C Clock, when configured as 2-wire management interface for port 1. One clock pulse
is generated for each data bit transferred.

Note: This I/O operates as an open drain buffer, and therefore requires an external pull-
up device.

MDIO2_SDA2 AA12 T/s, o/d Management Data, when configured as an MDIO interface. Bi-directional signal for serial
data transfers between the X710/XXV710/XL710 and the PHY management registers for
port 2.

Note: Tri-state buffer, requires an external pull-up device.

I12C Data, when configured as 2-wire management interface for port 2. Stable during the
high period of the clock (unless it is a start or stop condition).

Note: Open drain buffer requires an external pull-up device.
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Signal Ball # Type Description

MDC2_SCL2 AB12 O, o/d Management Clock, when configured as an MDIO interface. Clock output for accessing
the PHY management registers for port 2. MDC clock frequency is proportional to link
speed. At 10 Gb/s Link speed, MDC frequency can be set to 2.4 MHz (default) or 24
MHz.

I2C Clock, when configured as 2-wire management interface for port 2. One clock pulse
is generated for each data bit transferred.

Note: This I/O operates as an open drain buffer, and therefore requires an external pull-
up device.

MDIO3_SDA3 AC18 T/s, o/d Management Data, when configured as an MDIO interface. Bi-directional signal for serial
data transfers between the X710/XXV710/XL710 and the PHY management registers for
port 3.

Note: Tri-state buffer requires an external pull-up device.

I2C Data, when configured as 2-wire management interface for port 3. Stable during the
high period of the clock (unless it is a start or stop condition).

Note: Open drain buffer requires an external pull-up device.

MDC3_SCL3 Y16 O, o/d Management Clock, when configured as an MDIO interface. Clock output for accessing
the PHY management registers for port 3. MDC clock frequency is proportional to link
speed. At 10 Gb/s Link speed, MDC frequency can be set to 2.4 MHz (default) or 24
MHz.

I2C Clock, when configured as 2-wire management interface for port 3. One clock pulse
is generated for each data bit transferred.

Note: This I/O operates as an open drain buffer, and therefore requires an external pull-
up device.

Note: If the I2C is disconnected, an external pull-up should be used for the clock and data pins.
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2.2.3 NC-SI interface pins

This section provides the pin assignment for NC-SI signals. The AC/DC specifications for the NC-SI
interface signals are defined in Section 13.6.

Table 2-5. NC-SI interface signals

Signal Ball # Type Description

NCSI_CLK_IN AC11 NCSI-In NC-SI Reference Clock Input. Synchronous clock reference for receive, transmit, and
control interface. It is a 50 MHz clock £ 100 ppm.

NCSI_CRS_DV AB11 NCSI-Out Carrier Sense/Receive Data Valid (CRS/DV).

NCSI_RXD_0 AAl11l NCSI-Out Receive Data. Data signals to the MC.
NCSI_RXD_1 AC10

NCSI_TX_EN AB10 NCSI-In Transmit Enable.

NCSI_TXD_0 AA10 NCSI-In Transmit Data. Data signals from the MC.
NCSI_TXD_1 AD11

NCSI_ARB_IN Y8 NCSI-In NC-SI Hardware Arbitration Input.

If GL_MNG_HWARB_CTRL.NCSI_ARB_EN is cleared, this pin is internally pulled up.

NCSI_ARB_OUT Y10 NCSI-Out NC-SI Hardware Arbitration Output.

Note: Refer to Section 2.2.12 for pull-up and pull-down resistor detail for NC-SI.

2.2.4 SMBus interface pins

This section provides the pin assignment for the SMBus interface signals. The AC/DC specifications for
the SMBus interface signals are defined in Section 13.6.

Table 2-6. SMBus interface signals
Signal Ball # Type Description
SMBCLK E8 o/d SMBus Clock. One clock pulse is generated for each data bit transferred.
3.3V tolerant.
SMBD E10 o/d SMBus Data. Stable during the high period of the clock (unless it is a start or stop
condition).

3.3V tolerant.

SMBALRT_N E14 o/d SMBus Alert. Acts as an interrupt pin of a slave device on the SMBus.
3.3V tolerant.

Note: If the SMBus is disconnected, an external pull-up should be used for the SMBCLK and SMBD
pins.
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2.2.5 Serial Flash memory interface pins

This section provides the pin assignment for SPI signals for connectivity to Flash memory devices. The
AC/DC specifications for the serial Flash memory interface signals are defined in Section 13.6.

Table 2-7. Serial Flash memory interface signals
Signal Ball # Type Description
FLSH_SI B6 t/s Serial data output that should be connected to the Serial Input (SI) of the SPI serial Flash
memory.

FLSH_SO A7 In Serial data input that should be connected to the Serial Output () from the SPI serial Flash
Pu memory.

FLSH_SCK A8 t/s Flash serial clock operates at 25 MHz.

FLSH_CE_N B7 t/s Flash chip select output.

2.2.6 General Purpose I/0 (GPIO) pins

This section provides the pin assignment for GPIO signals. The X710/XXV710/XL710 has a total of 30
GPIO pins that can be configured as Software Definable Pins (SDPs), LED drivers or dedicated hardware
functions for connecting to external PHYs or IEEE 1588 auxiliary devices. The GPIO pins can also be
associated with any of the physical ports. The following sections show the default configuration for
GPIO pins that are reserved for specific use and hence named by default as SDP, LED or GPIO signals.
However, the X710/XXV710/XL710 offers the flexibility to configure any of the GPIO pins (irrespective
of the name) to different modes and associated with different ports as described in Section 3.5.

The AC/DC specifications for the GPIO signals are defined in Section 13.6.

2.2.6.1 LED interface pins

This section provides the pin assignment for LED interface signals. These are GPIO signals that are
configured by default as LED interface pins associated with physical ports 0-3. The mode and port
association for these pins can be configured (or changed) as described in Section 3.5.

The AC/DC specifications for the GPIO/LED signals are defined in Section 13.6.
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Table 2-8. LED interface signals
Signal Ball # Type Description
LEDO_O AD14 (0} Port 0 LEDO. Programmable LED indicates link up (default).
LEDO_1 AC14 (0] Port 0 LED1. Programmable LED indicates 10 Gb/s (default).
LED1_0 AD13 (0} Port 1 LEDO. Programmable LED indicates link up (default).
LED1_1 AC13 (0] Port 1 LED1. Programmable LED indicates 10 Gb/s (default).
LED2_0 AB14 (0] Port 2 LEDO. Programmable LED indicates link up (default).
LED2_1 AA14 (] Port 2 LED1. Programmable LED indicates 10 Gb/s (default).
LED3_0 AB13 (0] Port 3 LEDO. Programmable LED indicates link up (default).
LED3_1 AA13 0 Port 3 LED1. Programmable LED indicates 10 Gb/s (default).

2.2.6.2

SDP interface pins

This section provides the pin assignment for SDP interface signals. These are GPIO signals configured
by default as SDP pins associated with physical ports 0-3. The mode and port association for these pins
can be configured (or changed) as described in Section 3.5.

The AC/DC specifications for the GPIO/SDP signals are defined in Section 13.6.

Table 2-9. SDP interface pins
Signal Ball # Type Description

SDP0_0 ADS8 t/s Port 0 SDPs. General purpose 3.3V I/Os. Can be used to connect IEEE1588 auxiliary
SDPO 1 ACS8 Pu devices, low speed optical module interfaces, external PHY control or other similar
SDPO_Z ARS8 usages. The SDP pins can also be configured for use as external interrupt sources.
SDPO_3 AA8
SDP1_0 AC16 t/s Port 1 SDPs. General purpose 3.3V I/Os. Can be used to connect IEEE1588 auxiliary
SDP1 1 AB16 PuU devices, low speed optical module interfaces, external PHY control or other similar
SDP1_2 AB17 usages. The SDP pins can also be configured for use as external interrupt sources.
SDP1_3 AA17
SDP2_0 AD7 t/s Port 2 SDPs. General purpose 3.3V I/Os. Can be used to connect IEEE1588 auxiliary
SDP2 1 AC7 Pu devices, low speed optical module interfaces, external PHY control or other similar
SPDZ_Z AB7 usages. The SDP pins can also be configured for use as external interrupt sources.
SDP2_3 AA7
SDP3_0 AA16 t/s Port 3 SDPs. General purpose 3.3V I/Os. Can be used to connect IEEE1588 auxiliary
SDP3 1 AC15 Pu devices, low speed optical module interfaces, external PHY control or other similar
SDP3_2 AB15 usages. The SDP pins can also be configured for use as external interrupt sources.
SDP3_3 AA15
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2.2.6.3 Global GPIO interface pins

This section provides the pin assighment for Global GPIO interface signals. These are GPIO signals that
are not assigned for a specific use or port. The mode and port association for these pins can be
configured as described in Section 3.5.

The AC/DC specifications for the GPIO signals are defined in Section 13.6.

Table 2-10. Global GPIO pins

Signal Ball # Type Description
GPIO_O E18 t/s General purpose 3.3V I/0Os. Can be configured to be associated with any of the ports 0
GPIO_1 El6 Pu to 3. Can be used as LED interface or SDP or to connect IEEE1588 auxiliary devices, low

speed optical module interfaces, external PHY control or other similar usages.

GPIO_2 B18 ) i ;

GPIO_3 A18 The pins can also be configured for use as external interrupt sources.

GPIO_4 Y12 t/s General purpose 3.3V I/Os. Can be configured to be associated with any of the ports 0
GPIO_5 Y14 Pu to 3. Can be used as LED interface or SDP or to connect IEEE1588 auxiliary devices, low

speed optical module interfaces, external PHY control or other similar usages.
The pins can also be configured for use as external interrupt sources.
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2.2.7

Miscellaneous pins

This section provides the pin assignment for other miscellaneous signals. The AC/DC specifications for
the miscellaneous signals are defined in Section 13.6.

Table 2-11.

Miscellaneous pins

Signal

Ball #

Type

Description

LAN_PWR_GOOD

Al4

Pu

LAN Power Good. A 3.3V input signal. A transition from low-to-high initializes the X710/
XXV710/XL710 into operation.

If not used (POR_BYPASS = 0b), an internal Power-on-Reset (POR) circuit triggers the
X710/XXV710/XL710 power-up.

If the internal POR circuit is used to trigger device power-up, this signal should be
connected to 3.3V. By default, internal POR should be used.

POR_BYPASS

D19

Pu

Bypass indication as to whether or not to use the internal POR or the LAN_PWR_GOOD
pin.

When set to 1b, the X710/XXV710/XL710 disables the internal POR circuit and uses the
LAN_PWR_GOOD pin as a POR indication.

When set to Ob, the X710/XXV710/XL710 uses the internal POR circuit. By default, the
internal POR should be used unless the power supply sequencing timing requirements,
as defined in Section 13.0,could not be met.

OSC_SEL

AA9

t/s
Pu

Defines the input clock connected to the REFCLKIN_p_XTAL_IN/
REFCLKIN_n_XTAL_OUT pins:

0b = XTAL clock.
1 = OSC clock.
This pin is a strapping option latched at LAN_PWR_GOOD.

AUX_PWR

AB9

Auxiliary Power Available. When set, indicates that auxiliary power is available and the
X710/XXV710/XL710 should support the D3 p power state if enabled to do . This pin
is latched at the rising edge of LAN_PWR_GOOD.

MAIN_PWR_OK

AC9

Main Power OK. Indicates that platform main power is up. Must be connected externally.

PCI_DIS_N

AD20

t/s
Pu

This pin is a strapping pin latched while LAN_PWR_GOOD or PE_RST_N or In-band PCle
reset are asserted.

If this pin is not connected or driven high during initialization, then all PCI functions as
configured from NVM are enabled.

If this pin is asserted/driven low during initialization, then all PCI functions that are
allowed to be disabled as configured in NVM are disabled (see Section 4.3 for details).

DEV_DIS_N

AD21

t/s
Pu

This pin is a strapping option pin latched while LAN_PWR_GOOD or PE_RST_N or In-
band PCle reset are asserted. This pin can be either used as a device disable or for
disabling the LAN ports and associated functions based on NVM configuration (See
Section 4.3 for details).

If this pin is not connected or driven high during initialization, then all the LAN ports and
associated functions as configured from NVM are enabled for normal operation.

If this pin is asserted/driven low during initialization then the LAN ports and associated
functions as configured from NVM are disabled. Asserting this pin disables the entire
device if all the LAN ports are configured to be disabled. When the entire device is
disabled, the PCle link is in L3 state, the PHY is in power down mode, and the output
buffers are tri-stated. (see Section 4.3 for details).

RBIAS
RSENSE

M24
N24

BIAS. A 4.75 KQ £0.1% resistor should be connected between the RBIAS and RSENSE
pins. Connect a resistor as close as possible to the chip. A resistor is used for internal
impedance compensation and BIAS current generation circuitry.
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2.2.8 Testability and debug pins

This section provides the pin assignment for JTAG testability interface signals. The AC/DC specifications
for the JTAG testability signals are defined in Section 13.6.

Table 2-12. Testability and debug pins

Signal Ball # Type Description
JTCK B16 In JTAG Clock Input.
JTDI Al13 In JTAG Data Input.
Pu
JTDO B15 o/d JTAG Data Output.
JTMS B13 In JTAG TMS Input.
Pu
JRST_N B14 In Pu JTAG Reset Input. Active low reset for the JTAG port.
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2.2.9 Reserved and no-connect pins

This section provides the pin assignment for reserved and no-connect pins.

Table 2-13. Reserved and no-connect pins

Signal Ball # Type Description
RSVDA11_NC All
RSVDA12_NC Al2
RSVDA17_NC Al7
RSVDB10_NC B10
RSVDB11_NC B11
RSVDB12_NC B12
RSVDB17_NC B17
RSVDB8_NC B8
RSVDB9_NC B9
RSVDC10_NC C10
RSVDC11_NC Ci1
RSVDC12_NC C12
RSVDC13_NC C13
RSVDC14_NC C14
RSVDC15_NC C15
RSVDC16_NC C16
RSVDC17_NC C17
RSVDC18_NC C18
RSVDC7_NC c7
RSVDC8_NC c8
RSVDC9_NC c9
RSVDD10_NC D10
RSVDD11_NC D11
RSVDD12_NC D12
RSVDD13_NC D13
RSVDD14_NC D14
RSVDD15_NC D15
RSVDD16_NC D16
RSVDD17_NC D17
RSVDD18_NC D18
RSVDD7_NC D7
RSVDD8_NC D8
RSVDD9_NC D9
RSVDE11_VSS E11
RSVDE13_VSS E13
RSVDE9_VSS E9
RSVDM1_NC M1
RSVDM2_NC M2
RSVDN20_NC N20
RSVDN21_NC N21
RSVDN4_NC N4
RSVDN5_NC N5
RSVDW20_NC W20
RSVDW21_NC w21
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Signal Ball # Type Description
RSVDY11_VSS Y11
RSVDY13_VSS Y13
RSVDY15_VSS Y15
RSVDY18_NC Y18
RSVDY17_NC Y17
RSVDH7_NC H7
RSVDJ7_NC 17
NC_U7 u7z NC pins.
NC_C19 C19
NC_B19 B19
NC_P4 P4
NC_L4 L4
NC_L2 L2
NC_L1 L1
NC_F20 F20
NC_AC6 AC6
NC_J6 16
NC_L23 L23
NC_L24 L24
NC_N1 N1
NC_N2 N2
NC_T6 T6
NC_T7 T7
NC_AC19 AC19
NC_AB19 AB19
NC_AA19 AA19
NC_A20 A20
NC_A21 A21
RSVDE15_VSS E15
RSVDY9_VSS Y9
RSVDF21_VSS F21 Refer to the reference schematics for more detail.
RSVDV16_VSS V16
RSVDW16_VSS W16
RSVDE17_VSS E17
RSVDW7_VSS w7
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2.2.10 Integrated Voltage Regulator (SVR) pins

This section provides the pin assignment for SVR pins. The electrical specifications of the SVR pins are
defined in Section 13.6.

Table 2-14. Integrated SVR pins

Signal Ball # Type Description
SVR_IND AD17 Internal node of the integrated SVR. Connect to the analog power supply (VCCA)
rail through an external inductor.
VCC3P3_SVR AD15 3.3V Power supply input to integrated SVR (analog voltage).
VSS_SVR AD16 ov Integrated SVR GND (analog voltage).
VSS_S V17, ov Integrated SVR GND (analog voltage). Internal shield around the power switch.
wis
RSVD_E12NC E12 Output Reserved
EXT_SVR_SENSE_P M21 A-out Differential sense output for external VCCD legacy SVR Dig.
EXT_SVR_SENSE_N M20 A-out Differential sense output for external VCCD legacy SVR Dig.
RSVDU16_VCCD u16 Reserved | Reserved
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2.2.11 Power supply pins

This section provides the pin assignment for power supply pins. The electrical specifications for the
power supply pins are defined in Section 13.6.

Table 2-15. Power supply pins

Signal Ball # Type Description
VCC3P3 A10, A15, A19, AD10, AD6, AD19, A6, E7, L5, P5, Y7 3.3V Digital power supply.
VCCD F11, F14, F16, F9, G11, G14, G16, G9, H11, H14, H16, H9, J11, J14, | 0.92V Digital power supply.

J16, K11, K12, K13, K14, K16, L11, L14, M11, M14, N11, N14, P11,
P14, R11, R12, R13, R14, R16, T11, T14, T16, U11, U14, U9, V11,
V14, V9, Wil, W14, W9

VCCA H18, J18, J9, K18, K7, K9, L16, L18, L7, L9, M16, M18, M7, M9, N16, | 0.935V Analog power supply.
N18, N7, N9, P16, P18, P7, P9, R18, R7, R9, T18, T9, U18

VSSA Al, A2, A22, A23, A24, A3, A5, AAL, AA2, AA22, AA23, AA24, AA3, | OV Analog power supply ground.
AA6, AB20, AB21, AB22, AB3, AB4, AB5, AB6, AC1, AC2, AC22,
AC23, AC24, AC3, AC5, AD1, AD2, AD22, AD23, AD24, AD3, AD5, B1,
B2, B22, B23, B24, B3, B5, C20, C21, C22, C3, C4, C5, C6, D1, D2,
D22, D23, D24, D3, D6, E19, E20, E21, E22, E3, E4, E5, E6, F1, F19,
F2, F22, F23, F24, F3, F6, G18, G19, G20, G21, G22, G3, G4, G5, G6,
G7, H1, H17, H19, H2, H22, H23, H24, H3, H6, H8, J17, J19, 120,
321, 322, 13, 34, 35, 38, K1, K17, K19, K2, K22, K23, K24, K3, K4, K5,
K6, K8, L17, L19, L20, L21, L22, L3, L6, L8, M17, M19, M22, M23,
M3, M4, M5, M6, M8, N17, N19, N22, N23, N3, N6, N8, P17, P19,
P20, P21, P22, P3, P6, P8, R1, R17, R19, R2, R22, R23, R24, R3, R4,
R5, R6, R8, T17, T19, T20, T21, T22, T3, T4, T5, T8, U1, U17, U19,
U2, U22, U23, U24, U3, U6, U8, V18, V19, V20, V21, V22, V3, V4,
V5, V6, V7, W1, W19, W2, W22, W23, W24, W3, W6, Y19, Y20, Y21,
Y22, Y3, Y4, Y5, Y6

VSS A16, AD9, F10, F12, F13, F15, F17, F18, F7, F8, G10, G12, G13, G15, | OV Digital power supply ground.
G17, G8, H10, H12, H13, H15, J10, J12, J13, J15, K10, K15, L10,

L12, L13, L15, M10, M12, M13, M15, N10, N12, N13, N15, P10, P12,
P13, P15, R10, R15, T10, T12, T13, T15, U10, U12, U13, U15, V10,
V12, Vi3, V15, V8, W10, W12, W13, W15, W8, A9

2.2.12 Pull-up and pull-down resistors

Internal pull-up values:
e Min: 54 KQ
o Typ: 74 KQ
e Max: 110 KQ
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Table 2-16. Pull-up and pull-down resistors
Pin Name Internal External Comments
PE_CLK_p
PE_CLK_n
PET_x_p x=0,...,7.
PET_x_n
PE_WAKE_N Pup The pull-up resistor exists in the main platform as part of the
system wake signal.
PE_RST_N Pup
REFCLKIN_p_XTAL_IN
REFCLKIN_n_XTAL_OUT
RXx_Ly_p x=0,1
RXx_Ly_n y=0,...,3
TXx_Ly_p x=0,1.
TXx_Ly_n y=0,...,3
MDIOO_SDAXx Pup 3.3 KQ x=0,...,3
MDCO_SCLx Pup 3.3 KQ x=0,...,3
NCSI_CLK_IN Pup Pdn 100 KQ
NCSI_CRS_DV Pup Pdn 100 KQ
NCSI_RXD_0O Pup 100 KQ
NCSI_RXD_1 Pup 100 KQ
NCSI_TX_EN Pup Pdn 100 KQ
NCSI_TXD_0 Pup Pup 100 KQ
NCSI_TXD_1 Pup Pup 100 KQ
NCSI_ARB_IN Pup Pdn 10 KQ
NCSI_ARB_OUT Pup
SMBCLK Pup 10 KQ
SMBD Pup 10 KQ
SMBALRT_N Pup 10 KQ
FLSH_SI
FLSH_SO Pup
FLSH_SCK
FLSH_CE_N Pup 10 KQ
LEDx_y
SDPx_y Pup
LAN_PWR_GOOD Pup Pup 10 KQ
POR_BYPASS Pdn 100 Q
OSC_SEL Pup See comment | Connect to VSS / VCC if using a crystal or oscillator, respectively.
AUX_PWR Pup See comment | Connect the AUX_PWR signal to a 10 KQ pull-up resistor if AUX
power is available. Connect a pull-down resistor (0 Q) if AUX power
is not available.
MAIN_PWR_OK Pup See comment | Connect MAIN_PWR_OK signal to main power through a pull-up

resistor. A pull-up value should be considered as 10 KQ.
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Pin Name

Internal

External

Comments

PCI_DIS_N

Pup

Pup 10 KQ

DEV_DIS_N

Pup

Pup 10 KQ

RBIAS
RSENSE

JTCK

Pdn 470 O

The external PD is used for 82599 compatibility.

JTDI

The external PD is used for 82599 compatibility.

JTDO

Pup 8.2 KQ

The external PD is used for 82599 compatibility.

JTMS

The external PD is used for 82599 compatibility.

JRST_N

Pdn 10 KQ

RSVDx_NC

x=0,...,31.

RSVDE11_VSS

RSVDE13_VSS
RSVDE9_VSS

RSVDM1_NC
RSVDM2_NC
RSVDN20_NC
RSVDN21_NC
RSVDN4_NC

RSVDNS5_NC
RSVDW20_NC
RSVDW21_NC

RSVDY11_VSS
RSVDY13_VSS
RSVDY15_VSS
RSVDY18_NC
RSVDY17_NC
RSVDH7_NC
RSVDJ7_NC

Pup
Pup
Pup

NC

RSVDE15_VSS
RSVDY9_VSS
RSVDF21_VSS

Pup
Pup
Pup

Pdn 100 Q
Pdn 100 O
Pdn 100 O

RSVDV16_VSS
RSVDW16_VSS
RSVDE17_VSS

Pup

RSVDW7_VSS

SVR_IND

VCC3P3_SVR

VSS_SVR

VSS_S

RSVD_E12NC

EXT_SVR_SENSE_P

EXT_SVR_SENSE_N

RSVDU16_VCCA

Refer to the reference schematics for more detail.
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2.3 Package layout

Figure 2-1 depicts a top view ball map of the X710/XXV710/XL710, in a 25 mm x 25 mm 576-pin Flip-
Chip Ball Grid Array (FCBGA) package. See Section 13-24 and Section 13-25 for package mechanical
specifications.
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Figure 2-1. Package layout diagram
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3.0

Interconnects

3.1

3.1.

Note:

PCI-Express* (PCle*)

1 Requirements

The X710/XXV710/XL710 supports Rev. 3.0 of the PCle base specification.

In addition to the capabilities required by the PCle specifications, the X710/XXV710/XL710 also
supports the following optional functionality as described in this section:

e All PCI functions are native PCle functions
e Physical Layer

Support for 2.5GT/s, 5GT/s, and 8GT/s
Interface width of 1, 4, or 8 PCle lanes
Full swing and half swing signaling
Lane reversal

e Transaction layer mechanisms

64-bit and 32-bit memory address spaces

Removal of I/0 BAR (optional)

Relaxed ordering

Flow control update timeout mechanism

ID-based ordering (IDO)

Packet sizes: Maximum payload size: 512 bytes, Maximum read request size: 4 KB
Extended tags

Function-Level Reset (FLR)

TLP Processing Hints (TPH)

e Reliability

Advanced Error Reporting (AER)

End-to-End CRC (ECRC) generation and checking
Recovery from data poisoning

Completion timeout

e Power management:

Active state power management (LOs and L1 states)
Wake capability

e DFT and DFM support for high-volume manufacturing

55



| ®
l n te l ) Ethernet Controller X710/XXV710/XL710 — Interconnects

e The X710/XXV710/XL710 supports the following extended capabilities:
— AER
— Device Serial Number (DSN)
— Alternative RID Interpretation (ARI)
— Single Root I/0 Virtualization (SR-IOV)
— TPH Requester
— Access Control Services (ACS)

3.1.2 Transaction layer

3.1.2.1 Transactions accepted by the X710/XXV710/
XL710

Table 3-1 lists the transactions accepted by the device and their attributes. See Section 3.1.2.8 for the
number of credits provided per FC type.

Table 3-1. Transaction types accepted by the transaction layer

Transaction Type FC Type Tx Layer Reaction g:i';:laalrgascrl‘(zlt“d Keep Data From
Configuration Read Request NPH CPLH + CPLD Requester ID, TAG, attribute.
Configuration Write Request NPH + NPD CPLH Requester ID, TAG, attribute.
Memory Read Request NPH CPLH + CPLD Requester ID, TAG, attribute.
Memory Write Request PH + PD - -

I0 Read Request NPH CPLH + CPLD Requester ID, TAG, attribute.

I0 Write Request NPH + NPD CPLH Requester ID, TAG, attribute.

Read Completions CPLH + CPLD - -

Message PH + PD! - -

1. MCTP messages contain payload.

Flow Control Types Legend:
e CPLD — Completion Data Payload
e CPLH — Completion Headers
e NPD — Non-Posted Request Data Payload
e NPH — Non-Posted Request Headers
e PD — Posted Request Data Payload
e PH — Posted Request Headers
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3.1.2.2 Size of target accesses

3.1.2.2.1 Memory accesses

Rules for accesses to the CSR space (both memory BAR and MSI-X BAR):

e Write accesses:

— CSR writes are 32 bit or 64 bit only

— Zero-length writes have no internal impact (nothing written, no effect such as clear-by-write).
The transaction is treated as a successful operation (no error event)

— Other accesses (partial writes, larger writes) are handled as completer abort - data is dropped
and an error is generated per PCle rules
e Read accesses:
— CSR reads are 32 bit or 64 bit only

e Some 64-bit reads are handled atomically such as not interleaved with any other read
requests. This applies mainly to reading counters, where all 64 bits need to be read
simultaneously. Such registers are explicitly marked in their description.

— Partial reads with at least one byte disabled are handled internally as a full read. That is, any
side effect of the full read (such as clear by read) is also applicable to partial reads. The
completion on PCIe adheres to the specification rules regarding the number of bytes reported in
the completion.

— Zero-length reads generate a completion, but the register is not accessed and undefined data is
returned

— Larger CSR read requests are handled as completer abort - the completion includes a CA status
and an error is generated per PCle rules

Rules for accessing the Flash space in the memory BAR or the expansion ROM BAR:

e Write accesses:

— Writes to Flash are 8-bit wide only

— Any larger write accesses are handled as completer abort - data is dropped and an error is
generated per PCle rules

57



"] ®
( l n te l > Ethernet Controller X710/XXV710/XL710 — Interconnects

e Read accesses:
— Reads to Flash are 32-bit wide

— Partial reads with at least one byte disabled are handled internally as a full read. That is, any
side effect of the full read (such as clear by read) is also applicable to partial reads. The
completion on PCIe adheres to the specification rules regarding the number of bytes reported in
the completion

— Zero-length reads generate a completion, but the Flash is not accessed and undefined data is
returned

— Larger CSR read requests are handled as completer abort - the completion includes a CA status
and an error is generated per PCle rules

3.1.2.3 I/0 accesses

Rules for accesses to the I/O BAR:

e Write accesses:
— Write accesses are 32-bit wide

— Zero-length writes have no internal impact (nothing written, no effect such as clear-by-write).
The transaction is treated as a successful operation (no error event)

— Other accesses (partial writes, larger writes) are handled as completer abort - data is dropped
and an error is generated per PCle rules
e Read accesses:
— Reads to the I/O BAR are 32-bit wide

— Partial reads with at least one byte disabled are handled internally as a full read. That is, any
side effect of the full read (such as clear by read) is also applicable to partial reads. The
completion on PCIe adheres to the specification rules regarding the number of bytes reported in
the completion

— Larger CSR read requests are handled as completer abort - the completion includes a CA status
and an error is generated per PCle rules

— See Section 10.1.1.5 for more details.

3.1.2.3.1 Messages

MCTP messages might contain a payload of up to 64 bytes.

3.1.2.3.2 Support for dynamic changes

The X710/XXV710/XL710 captures the bus number and device number per each configuration write
request. However, a dynamic change of the bus number or device number is not supported. Rather, the
PCIe link should be quiescent prior to such a change, including reception of all completion for previous
requests.
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3.1.2.4 Transactions initiated by the X710/XXV710/
XL710

Table 3-2 lists the transactions initiated by the device and their attributes.

Table 3-2. Transaction types initiated by the transaction layer

Transaction type Payload Size FC Type
Configuration Read Request Completion Dword CPLH + CPLD
Configuration Write Request Completion - CPLH

IO Read Request Completion Dword CPLH + CPLD
I0 Write Request Completion - CPLH

Read Request Completion Dword/Qword CPLH + CPLD
Memory Read Request - NPH

Memory Write Request < MAX_PAYLOAD_SIZE PH + PD
Message < 64 bytes! PH + PD

1. MCTP messages contain payload.

Configuration values:

e Max Payload Size - The value of the Max_Payload_Size Supported field in the Device Capabilities
register is loaded from NVM.

— Hardware default is 2 KB.

— System software then programs the actual value into the Max_Payload_Size field of the Device
Control register.

e Non-ARI mode: If not all functions are programmed with the same value, the max payload
size used for all functions is the minimum value programmed among all functions.

e ARI mode: Max_Payload_Size is determined solely by the setting in Function 0
e Max_Read_Request_Size - The X710/XXV710/XL710 supports read requests of up to 4 KB.

— The actual maximum size of a read request is defined as the minimum {4 KB,
Max_Read_Request_Size field in the Device Control Register}.

e Extended tags are supported for Memory Read Requests.

3.1.24.1 Data alignment

Requests must never specify an address/length combination that causes a memory space access to
cross a 4 KB boundary. The X710/XXV710/XL710 therefore breaks requests into 4 KB-aligned requests
(if needed). This does not pose any requirement on software. However, if software allocates a buffer
across a 4 KB boundary, hardware issues multiple requests for the buffer. Software should consider
aligning buffers to a 4 KB boundary in cases where it improves performance.

The general rules for packet alignment are as follows. Note that these apply to all X710/XXV710/XL710
requests:

e The length of a single request does not exceed the PCle limit of MAX_PAYLOAD_SIZE for write and
MAX_READ_REQUEST_SIZE for read.

e Asingle request does not span across different memory pages as noted by the 4 KB boundary
alignment previously mentioned.
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If a request can be sent as a single PCle packet and still meets the general rules for packet alignment,
then it is not broken at the cache line boundary but rather sent as a single packet. However, if any of
the general rules require that the request is broken into two or more packets, then the request is
broken at the cache line boundary.

For requests with data payload, if the payload size is larger than (MAX_PAYLOAD_SIZE -
CACHELINE_SIZE), then the request is broken into multiple TLPs starting at the first cache-line
boundary following the (MAX_PAYLOAD_SIZE - CACHELINE_SIZE) bytes. For example, if
MAX_PAYLOAD_SIZE = 256B and CACHELINE_SIZE = 64 bytes, a 1 KB request starting at address
0x...10 is broken into TLPs such that the first TLP contains 240bytes of payload (since 240bytes + 0x10
= 256bytes is on the cache-line boundary)

The system cache line size is controlled by the GLPCI_CNF2.CACHELINE_SIZE bit, loaded from the NVM
Cache Line Size field. Note that the Cache Line Size register in the PCI configuration space is not related
to the GLPCI_CNF2.CACHELINE_SIZE and is solely for software use.

3.1.2.5 Messages

Table 3-3 lists the response to messages sent to the device. Unlisted messages are not supported by
the device and are treated as an unsupported request.

Table 3-3. Messages in the X710/XXV710/XL710 (as a receiver)

Message . X710/XXV710/XL710
Code [7:0] Routing r2rir0 Message Response

0x00 011b Unlock Silently drop.

0x14 100b PM_Active_State_NAK Accepted.

0x19 011b PME_Turn_Off Accepted.

0x40 100b Ignored messages (used to be hot-plug messages) Silently drop.

0x41

0x43

0x44

0x45

0x47

0x48

0x50 100b Slot power limit support (has one Dword data) Silently drop.

Ox7E 000b Vendor_defined type 0 Drop and handle as an
010b unsupported request.
011b
100b

Ox7F 100b Vendor_defined type 1 Silently drop.

Ox7F 000b Vendor_defined type 1 Send to MCTP reassembly if
010b See Section 3.1.2.5.1 Vendor ID = 0x1AB4 (DMTF) and
011b VDM code - 0000b (MCTP).

Otherwise, silently drop.

Table 3-4 lists the messages sent by the device.
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Table 3-4. Messages in the X710/XXV710/XL710 (as a transmitter)

Message code [7:0] Routing r2rir0 Message

0x20 100b Assert INT A.

0x21 100b Assert INT B.

0x22 100b Assert INT C.

0x23 100b Assert INT D.

0x24 100b De-assert INT A.

0x25 100b De-assert INT B.

0x26 100b De-assert INT C.

0x27 100b De-assert INT D.

0x30 000b ERR_COR.

0x31 000b ERR_NONFATAL.

0x33 000b ERR_FATAL.

0x18 000b PM_PME.

0x1B 101b PME_TO_Ack.

Ox7F 000b Vendor Defined Messages (VDM); see
010b Section 3.1.2.5.1.
011b
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3.1.2.5.1 VDM

The following vendor defined message is supported: DMTF MCTP

3.1.2.5.1.1 MCTP VDMs

MCTP VDMs are supported as both master and target. The following header fields are involved (see
Section 9.7.3.1 for more details):
e Fmt - Setto 11b to indicate a 4-Dword header with data
e Type:
— [4:3] - Set to 10b to indicate a message
— [2:0] - Routing r2rir0 = 000b, 010b or 011b
e Traffic Class - Set to 000b
e TLP Digest - Set to 0b (no ECRC)
e Error Present - Set to Ob
e Attributes[1:0] - Set to 01b (no snoop)
e Tag field - Indicates this is an MCTP packet and the size of padding to Dword alignment added
e Message code = O0x7F (Type 1 VDM)
e Destination ID - captures the target B/D/F for route by ID. Otherwise, reserved
e Vendor ID = 0x1AB4 (DMTF)

3.1.2.6 Transaction attributes

3.1.2.6.1 Traffic Class (TC) and Virtual Channels (VC)

The X710/XXV710/XL710 only supports TC = Ob and VC = 0b (default).

3.1.2.6.2 TLP Processing Hints (TPH)

The X710/XXV710/XL710 supports the TPH capability defined in the PCI Express specification. It does
not support extended TPH requests.

Existence of a TLP Process Hint (TPH) is indicated on the PCle link by setting the TH bit in the TLP
header. Using the PCle TLP Steering Tag (ST) and Processing Hints (PH) fields, the X710/XXV710/XL710
can provide hints to the root complex about the destination (socket ID) and about data access patterns
(locality in cache) when executing DMA memory writes or read operations.

The X710/XXV710/XL710 exposes a PCIe TPH capability structure (see Section 11.4.5) with no steering
table.

Required steps to enable TPH usage:

1. For a given function, the TPH Requester Enable field in the PCle configuration TPH Requester
Control register should be set to either 01b or 11b and the ST Mode Select field should be set to
one of the two supported values: 000b (No Table Mode) or 010b (Device Specific Mode). If this is
not the case, the PF driver should not enable the TPH in the transmit and receive queue contexts.

2. Appropriate TPH enable bits in the receive or transmit queue context should be set.
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3. Processing hints should be programmed in the GLTPH_CTRL.Desc_PH and GLTPH_CTRL.Data_PH
Processing Hints (PH) fields.

4. Steering information should be programed in the CPUID fields in the receive or transmit queue
context.

The Processing Hints (PH) and Steering Tags (ST) are set according to the characteristics of the traffic
as listed in Table 8-4.

Note: In order to enable TPH usage, all the memory reads are done without setting any of the byte
enable bits.

3.1.2.6.2.1 Steering tag and processing hint programming

Each type of DMA traffic uses a different policy to define how the steering tag (socket ID) and
processing hints are generated:

e The policy for LAN traffic is described in Section 8.2.4.

e Accesses to the host memory cache do not use TPH hints.

e Accesses to the admin command queues do not use TPH hints.

3.1.2.7 Device ordering rules

The X710/XXV710/XL710 meets the PCle ordering rules as follows:
Deadlock avoidance — The X710/XXV710/XL710 meets the PCIe ordering rules that prevent deadlocks:

1. Posted writes overtake stalled read requests. This applies to both target and master directions. For
example, if master read requests are stalled due to lack of credits, master posted writes are
allowed to proceed. On the target side, it is acceptable to timeout on stalled read requests in order
to allow later posted writes to proceed.

2. Target posted writes overtake stalled target configuration writes.

3. Completions overtake stalled read requests. This applies to both target and master directions. For
example, if master read requests are stalled due to lack of credits, completions generated by the
X710/XXV710/XL710 are allowed to proceed.

Consistency of data:

1. Descriptor/Data Ordering — The X710/XXV710/XL710 insures that a Rx descriptor is written back
on PCIe only after the data that the descriptor relates to is written to the PCle link.

2. Target NP read requests might pass target posted writes addressing different PCI functions.

3. Completions for target reads (memory, I/0O, configuration) do not pass previous posted requests.
Here are some specific usages of this rule:

— Flush following a reset (such as FLR, BME, D3 entry, VFE clear) - When the system issues a
reset event, it needs to identify when the device stops sending new posted requests from the
function(s) under reset. The completion to the config write of these reset events are sent after
all requests/completions related to that function(s) are flushed out. The device is expected not
to issue any new posted transactions from the function(s) under reset.
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— MSI and MSI-X Ordering Rules - System software can change the MSI or MSI-X tables during
run-time. Software expects that interrupt messages issued after the table has been updated
are using the updated contents of the tables.

¢ Since software doesn’'t know when the tables are actually updated in the X710/XXV710/
XL710, a common scheme is to issue a read request to the MSI or MSI-X table after an
update to the table (a PCI configuration read for MSI and a memory read for MSI-X).
Software expects that any message issued following the completion of the read request, is
using the updated contents of the tables.

e Once an MSI or MSI-X message is issued using the updated contents of the interrupt tables,
any consecutive MSI or MSI-X message does not use the contents of the tables prior to the
change.

Independence between target and master accesses:

1. The acceptance of a target posted request does not depend upon the transmission of any TLP.

2. The acceptance of a target non-posted request does not depend upon the transmission of a non-
posted request.

3. Accepting a completion does not depend upon the transmission of any TLP.

3.1.2.7.1 Processing of target accesses

The X710/XXV710/XL710 meets the specification requirements regarding target accesses as described
in the previous section.

In addition, the following behaviors apply:

e Target accesses from different functions might be processed in a different order than the order they
arrive

e Completions that belong to requests from different PCI functions might be issued in a different
order than the order of the respective requests.

3.1.2.7.2 Relaxed ordering

The X710/XXV710/XL710 takes advantage of the relaxed ordering rules in PCle. By setting the relaxed
ordering bit in the packet header, the X710/XXV710/XL710 enables the system to optimize
performance in the following cases:

1. Relaxed ordering for LAN descriptor and data reads — When the X710/XXV710/XL710 issues a read
transaction, its split completion has no ordering relationship with the writes from the CPUs (same
direction). It should be allowed to bypass the writes from the CPUs.

— The GLLAN_RCTL.RXDESCRDROEN bit (loaded from NVM) enables relaxed ordering for Rx
descriptor reads.

— The GLLAN_TCTL.TXDESCRDROEN bit (loaded from NVM) enables relaxed ordering for Tx
descriptor reads.

— The GLLAN_TCTL.TXDATARDROEN bit (loaded from NVM) enables relaxed ordering for Tx data
reads.

2. Relaxed ordering for LAN Rx data writes — When the X710/XXV710/XL710 issues Rx data writes, it
also enables them to bypass each other in the path to system memory because software does not
process this data until their associated descriptor writes are done.

— The GLLAN_RCTL.RXDATAWRROEN bit (loaded from NVM) enables relaxed ordering for Rx data
writes.
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3. The X710/XXV710/XL710 does not relax ordering for the following requests:
— LAN descriptor writes
— LAN Tx head write back
— Interrupt messages
— MCTP messages
— HMC requests
— EMP requests
— Any other requests not previously mentioned
Relaxed ordering is globally enabled in the X710/XXV710/XL710 by clearing the GLPCI_CNF2.RO_DIS

bit, originally loaded from NVM. It is further controlled through the Enable Relaxed Ordering bit in the
PCIe Device Control register.

3.1.2.7.3 ID-based ordering (IDO)
ID-based ordering was introduced in the PCle rev. 2.1 specification. When enabled, the X710/XXV710/
XL710 sets IDO in all applicable TLPs defined in the PClIe specification. IDO is not set for MCTP packets.
IDO is enabled when all of the following conditions are met:

e IDO is not disabled from the NVM. Device default is enabled. The value loaded from the NVM is
reflected in the GLPCI_CAPSUP register.

e The PCle IDO Request Enable bit (for requests) or the IDO Completion Enable bit (for completions)
in the Device Control 2 register is set.

3.1.2.8 Flow control

3.1.2.8.1 Flow control rules

The X710/XXV710/XL710 only implements the default Virtual Channel (VCO). A single set of credits is
maintained for VCO.

Table 3-5. Flow control credits allocation
Credit Type Operations Number of Credits (per device)
Posted Request Header (PH) Target write (one unit) 96 header credit units.
Message (one unit)
Posted Request Data (PD) Target write 288 data credits units.
Message
Non-Posted Request Header (NPH) Target read (one unit) Four units (to enable concurrent target
Configuration read (one unit) accesses).
Configuration write (one unit)
Non-Posted Request Data (NPD) Configuration write (one unit) Four units.
Completion Header (CPLH) Read completion (N/A) Infinite (accepted immediately).
Completion Data (CPLD) Read completion (N/A) Infinite (accepted immediately).

Rules for FC updates:

e UpdateFC packets are sent immediately when a resource becomes available.
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e The X710/XXV710/XL710 follows the PCIle recommendations for frequency of UpdateFC FCPs.
e Specific rules apply in LO or LOs link state. See the PCle specification.

3.1.2.8.2 Flow control timeout mechanism

The X710/XXV710/XL710 implements the optional flow control update timeout mechanism. See the
PCle specification.

3.1.2.9 End-to-End CRC (ECRC)

The X710/XXV710/XL710 supports ECRC as defined in the PCle specification. The following functionality
is provided:
e Inserting ECRC in transmitted TLPs:

— The X710/XXV710/XL710 indicates support for inserting ECRC in the ECRC Generation Capable
bit of the PCIe Configuration registers. This bit is loaded from the global ECRC Generation
Capable NVM bit.

— Inserting ECRC is enabled per function by the ECRC Generation Enable bit of the PCle
Configuration registers. VFs follow the behavior of their PF.

— ECRC is not added to MCTP messages (per the MCTP specification).

e ECRC is checked on all incoming TLPs. A packet received with an ECRC error is dropped. Note that
for completions, a completion timeout occurs later (if enabled).

— The X710/XXV710/XL710 indicates support for ECRC checking in the ECRC Check Capable bit of
the PCle Configuration registers. This bit is loaded from the global ECRC Check Capable NVM
bit.

— Checking of ECRC is enabled by the ECRC Check Enable bit of the PCIe Configuration registers.
ECRC checking is done if enabled by at least one physical function (enablement is not done via
VFs).

e ECRC errors are reported on all Physical Functions (PFs) enabled for ECRC checking.
e System software can configure ECRC independently per each physical function.

3.1.3 Link layer

3.1.3.1 ACK/NAK scheme

NAKSs are sent as soon as identified.
ACKs are sent per section 3.5.3.1 (Table 3-7, Table 3-8, and Table 3-9) in the PCIe Base Specification.

3.1.3.2 Supported DLLPs

The following DLLPs are supported by the X710/XXV710/XL710 as a receiver:

e ACK
e NAK
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e PM_Request_Ack
e InitFC1-P

e InitFC1-NP

e InitFC1-Cpl

e InitFC2-P

e InitFC2-NP

e InitFC2-Cpl

e UpdateFC-P

e UpdateFC-NP

e UpdateFC-Cpl

The following DLLPs are supported by the X710/XXV710/XL710 as a transmitter:

e ACK

¢ NAK

e PM_Enter L1
e PM_Enter_L23
e InitFC1-P

e InitFC1-NP

e InitFC1-Cpl

e InitFC2-P

e InitFC2-NP

e InitFC2-Cpl

e UpdateFC-P
e UpdateFC-NP

Note: UpdateFC-Cpl is not sent because of the infinite FC-Cpl allocation.

3.1.3.3 Transmit EDB nullifying (end bad)

A TLP might be signaled as EDB or poisoned if during its transmission from the device, an internal
memory error is detected that might corrupt the TLP payload.

3.1.3.4 Retry buffer

The retry buffer size is 8 KB.
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3.1.4 Physical layer

3.1.4.1 Link speed

The X710/XXV710/XL710 supports Gen 1 (2.5GT/s), Gen 2 (5GT/s), and Gen 3 (8GT/s).
The following configuration controls link speed:

e PCle Supported Link Speeds bit — Indicates the link speeds supported by the X710/XXV710/XL710.
e PCle Current Link Speed bit — Indicates the negotiated link speed.

e PCle Target Link Speed bit — used to set the target compliance mode speed when software is using
the Enter Compliance bit to force a link into compliance mode. The default value is the highest link
speed supported defined by the previous Supported Link Speeds.

The X710/XXV710/XL710 does not initiate a hardware autonomous speed change.

The X710/XXV710/XL710 supports entering compliance mode at the speed indicated in the Target Link
Speed field in the PCIe Link Control 2 register. Compliance mode functionality is controlled via the PCle
Link Control 2 register.

3.1.4.2 Link width

The X710/XXV710/XL710 supports a maximum link width of x8, x4, or x1.

The maximum link width supported is loaded from the NVM into the Maximum Link Width field of the
PCle Link Capabilities register. Hardware default is the x8 link.

During link configuration, the platform and the X710/XXV710/XL710 negotiate on a common link width.
The link width must be one of the supported PCle link widths (x1, x4, x8), such that:

e If maximum link width = x8, then the X710/XXV710/XL710 negotiates to either x8, x4, or x1

e If maximum link width = x4, then the X710/XXV710/XL710 negotiates to either x4 or x1

e If maximum link width = x1, then the X710/XXV710/XL710 only negotiates to x1

The X710/XXV710/XL710 does not initiate a hardware autonomous link width change.

3.1.4.3 Lane configurations

The X710/XXV710/XL710 supports lane reversal and degraded modes.
The following general rules determine how the device reacts in different cases of lanes configuration:

e If lane 0 is found valid, The X710/XXV710/XL710 does not initiate lane reversal. The Link Partner
(LP) might initiate lane reversal (in order to end up with an optimal lane width) and The X710/
XXV710/XL710 consents with the lane reversal.

e Iflane 0is found invalid, The X710/XXV710/XL710 initiates lane reversal. Lane reversal succeeds if
the LP supports link reversal.

e If the lanes at both ends of the port (such as lanes 0 and 7 for x8, lanes 0 and 3 for x4, lane 0 for
x1) are invalid, a link is not established.
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Note: Some of the configurations or transitions assume lane reversal done by the LP. If the LP does
not support a specific transition, then the respective configuration is not provided on that
system.

Figure 3-1, Figure 3-2, and Figure 3-3 depict the initial link width configuration and link degradation
options. In Figure 3-1 and Figure 3-2, the upper part of the figures describe link options where the LP
and the X710/XXV710/XL710 are aligned. The bottom part of the figures describe link options where
the LP and the X710/XXV710/XL710 are reversed in order.

e Figure 3-1 applies when either the LP or the X710/XXV710/XL710 is physically set to x8.

e Figure 3-2 applies when either the LP or the X710/XXV710/XL710 is physically set to x4 and both
are not physically set x8.

e Figure 3-3 applies when both the LP or the X710/XXV710/XL710 is physically set to x1.

Initial Configuration
LP O
Device 0

Case 1: all lanes valid
LP
evice

Figure 3-1. Link width configurations for a x1 port
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Initial Configuration
LP0123
Device 0123

Degradation:
Case 1: all lanes valid

LPJO 1 2 3
evicel 0 1 2 3

Case 2: at least 1 of physical Lanes 1-3 is defect
LPjOoj2 2 3
evice] 0]+ 2 3

Case 3: Physical lane 0 is defect

LP 3 2 1]0
Device 6 1+ 2|3

Initial Configuration
LP3210
Device 0123

Degradation:

Case 1: all lanes valid
LP|3 2 1 0
evicel 0 1 2 3

Case 2: at least one of physical Lanes 0-2 is defect
LP 3 2 2|0
evice 8 1+ 2|3

Case 3: Physical lane 3 is defect
LP i 2 3
Device r 2 3

Figure 3-2. Link width configurations for a x4 port

70




Interconnects — Ethernet Controller X710/XXV710/XL710

ntel.

Initial Configuration
LP01234567
Device 01234567

Case 1: all lanes valid

LP 0 1 2 3 4 5 6 7
evice] 0 1 2 3 4 5 6 7
Case 2: at least 1 of physical Lanes 4-7 is defect
LP 0 1 2 3 4 5 6 7
Device] 0 1 2 3 4 5 6 7

LP] O 1
evice] 0 ES

2
2

5
2

3
3

4
3

4 5
4 5

6
6

7
7

Degradation:

Case 3: (At least 1 of physical Lanes 1-3 is defect and LP doesn’t initiate lane reversal) or (At least 1 of
sical Lanes 1-3 is defect and at least 1 of physical Lanes 4-7 is defect)

Case 4: (At least 1 of physical Lanes 1-3 is defect and LP initiates lane reversal) or (Physical lane 0 is
defect and physical lanes 4-7 are valid)

LP 7 6 5 4 3 2 E 0
evice @ 1 2 3 4 5 6 7
Initial Configuration
LP76543210
Device 01234567
Degradation:
Case 1: all lanes valid
LP 7 6 5 4 3 2 1 0
evice] 0 1 2 3 4 5 6 7
Case 2: at least one of physical Lanes 0-3 is defect
LP 7 6 5 4 3 2 1 0
Device @ E 2 3 4 5 6 7

P 7 6
Device @ ES

5
2

4
3

LP] O 1
evice] 0 1

2
2

3
3

Case 5: Physical lane 7 is defect and at least one of physical lanes 1-3 are defect

LP] O 1
evice] 0 ES

2
2

3
3

3 2
4 5

4 5
4 5

4 5
4 5

6

6
6

Case 3: (At least 1 of physical Lanes 4-6 is defect and LP doesn’t initiate la
sical Lanes 4-6 is defect and at least 1 of physical Lanes 0-3 is defect)

H

7
7

7
7

ne reversal) or (At least 1 of

Case 4: (At least 1 of physical Lanes 4-6 is defect and LP initiates lane reversal) or (Physical lane 7 is
defect and physical lanes 0-3 are valid)

Figure 3-3.

Link width configurations for a x8 port

71




"] ®
( l n te l > Ethernet Controller X710/XXV710/XL710 — Interconnects

3.1.4.4 Link Bifurcation

Note: This section serves an implementation note. Adherence to the PCle specification insures
meeting the usages described in this section.

The downstream port connected to the X710/XXV710/XL710 may be configured to bifurcate, resulting
in a narrower link than initially configured in NVM. The X710/XXV710/XL710 supports the following
platform bifurcation modes:

e Strapping Mode - In this mode, the physical pins of the Upstream device are configured and
physically strapped in order to set link width capabilities. In this mode, the link width is static and
defined by HW implementation.

e Wait-On-BIOS mode - In this mode, BIOS instructs the Upstream device LTSSM to not train till
BIOS explicitly enables port bifurcation by programming the contents of specific register contents.
The default of the latter register is such as to halt the LTSSM from training at power-on, provided
the strapping mode is set to Wait-on-BIOS. When BIOS programs the appropriate bifurcation
information into the register, the port behaves as if configured by strapping mode.

e Adaptive Mode - In this mode, the Upstream device dynamically adapts the port settings with to
negotiate link and lane configuration downstream device.

3.1.4.5 Receiver framing requirements

This section applies to Gen 3 operation only and lists the optional capabilities defined in section
4.2.2.3.3 (Receiver Framing Requirements) of the PCle base specification.

The device implements the optional Gen3 receiver framing error checks other than:

e TLP Token length=0b
e Mixed order sets across lanes (which anyway ending up with recovery)

3.1.5 Error events and error reporting

This section describes error reporting and advanced error reporting.

3.1.5.1 General description

PCle defines two error reporting paradigms: the baseline capability and the Advanced Error Reporting
(AER) capability. The baseline error reporting capabilities are required of all PCIe devices and define the
minimum error reporting requirements. The AER capability is defined for more robust error reporting
and is implemented with a specific PCle capability structure. Both mechanisms are supported by the
X710/XXV710/XL710, but the AER capability needs to be enabled in the NVM.

The SERR# Enable and the Parity Error bits from the Legacy Command register also take part in the
error reporting and logging mechanism.

In a multi-function device, PCle errors that are not related to any specific function within the device are
logged in the corresponding status and logging registers of all functions in that device (see Section
6.2.4 in the PCIe base specification). Figure 3-4 shows, in detail, the flow of error reporting in PCle.
See also Figure 6-2 in the PClIe base specification.
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Error Sources
(Associated with Port)

Correctable Error Status

Correctable Error Mask
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l Uncorrectable Error Severity

Uncorrectablezrror Status

Uncorrectable Error Mask

Device Status ::
Unsupported Request Detected Status =

Received Master Abort

Device Status ::
B Correctable Error Detected ~ Status ::
& . P~ Signaled Target Abort
k<] Device Status ::
i Non-Fatal Error Detected Status
£ Device Status = Received Target Abort
§ Fatal Error Detected Status
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Device Control :: iDi

Correctable Error Reporting Enable
Device Control ::
Unsupported Request Reporting Enable

Device Control ::

Non-Fatal Error Reporting Enable :D
Device Control ::

Fatal Error Reporting Enable L D—
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SERR# Enable \
Command:: é}, p Status::

Parity Error Response

i
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SERR Enable

Error Message
Processing
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Correctable Error Reporting Enable
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Status::
Master Data|Parity Error ( Signaled System Error
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Root Control::

\T\ j System Error on Correctable Error Enable

Root Control::
/ System Error on Non-Fatal Error Enable { system

Root Control:: Error
System Error on Fatal Error Enable

Secondary Status::

Secondary Side Error Sources

Secondary Status::
Detected Parity Error

> Received System Error
Either Implementation
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version is more like PCI P2P

Secondary Status:: brid

Received Target Abort ridge spec

Secondary Status::

Received Target Abort

Secondary Status:: .

) Bridge Control::

Signaled Master Abort Parity Error Response Enable | 9> Secondary Statuls..
Master Data Parity
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Figure 3-4.

Error reporting mechanism
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Table 3-6 lists the error events identified by the X710/XXV710/XL710 and the response in terms of
logging, reporting, and actions taken. Refer to the PCle specification for the effect on the PCI Status

register.

Table 3-6.

Response and reporting of PCIe error events

Error Name

Error Events

Default Severity

Action

Physical Layer Errors

Receiver Error

8b/10b Decode Errors
Packet Framing Error

Correctable
Send ERR_CORR

TLP to Initiate NAK, Drop Data
DLLP to Drop

Data Link Errors

Send ERR_CORR

Bad TLP Bad CRC Correctable TLP to Initiate NAK, Drop Data
Not Legal EDB Send ERR_CORR
Wrong Sequence Number
Bad DLLP Bad CRC Correctable DLLP to Drop
Send ERR_CORR
Replay Timer REPLAY_TIMER expiration Correctable Follow LL Rules
Timeout Send ERR_CORR
REPLAY NUM REPLAY NUM Rollover Correctable Follow LL Rules
Rollover

Data Link Protocol
Error

Violations of Flow Control
Initialization Protocol

Uncorrectable
Send ERR_FATAL

TLP Errors

Poisoned TLP
Received

TLP With Error Forwarding

Uncorrectable
ERR_NONFATAL
Log Header

See section Section 3.1.5.4 for more details.
If error is defined as non-fatal (default
severity):

e Treat as an advisory non-fatal error: Send
an ERR_COR Message

If error is defined as fatal:
e Send ERR_FATAL message

Report error to device driver per
Section 3.1.5.8

ECRC Check
Failed

Failed ECRC check

Uncorrectable
ERR_NONFATAL
Log Header

See Section 3.1.2.9 for more details.

If error is defined as non-fatal (default
severity):

e Send an ERR_NONFATAL Message
If error is defined as fatal:
e Send ERR_FATAL message

Report error to device driver per
Section 3.1.5.8

Unsupported
Request (UR)

Receipt of TLP with unsupported
Request Type

Receipt of an Unsupported Vendor
Defined Type 0 Message

Invalid Message Code

Wrong Function Number

Received TLP Outside BAR Address
Range

Receipt of a Request TLP during
D3hot, other than Configuration
and Message requests

Uncorrectable
ERR_NONFATAL
Log header

Send Completion With UR

If error is defined as non-fatal (default
severity):

e Treat as an advisory non-fatal error: Send
an ERR_COR Message

If error is defined as fatal:
e Send ERR_FATAL message

Report error to device driver per
Section 3.1.5.8
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Table 3-6. Response and reporting of PCIe error events
Error Name Error Events Default Severity Action
Completion Timeout | Completion Timeout Timer Expired | Uncorrectable See Section 3.1.5.3 for more details.
ERR_NONFATAL If error is defined as non-fatal (default
severity):
e Treat as an advisory non-fatal error: Send
an ERR_COR Message
If error is defined as fatal:
e Send ERR_FATAL message
Completer Abort Received Target Access with illegal | Uncorrectable. Send completion with CA
data size per Section 3.1.2.2 ERR_NONFATAL If error is defined as non-fatal (default
Log header severity):
e Treat as an advisory non-fatal error: Send
an ERR_COR Message
If error is defined as fatal:
e Send ERR_FATAL message
Report error to device driver per
Section 3.1.5.8
Unexpected Received Completion Without a Uncorrectable Discard TLP
Completion Request For It (Tag, ID, etc.) ERR_NONFATAL If error is defined as non-fatal (default
Log Header severity):
e Treat as an advisory non-fatal error: Send
an ERR_COR Message
If error is defined as fatal:
e Send ERR_FATAL message
Receiver Overflow Received TLP Beyond Allocated Uncorrectable Receiver Behavior is Undefined
Credits ERR_FATAL
Flow Control Minimum Initial Flow Control Uncorrectable. Receiver Behavior is Undefined
Protocol Error Advertisements ERR FATAL
Flow Control Update for Infinite -
Credit Advertisement
Malformed TLP (MP) | Data Payload Exceed Uncorrectable Drop the Packet, Free FC Credits
Max_Payload_Size ERR FATAL
Received TLP Data Size Does Not || g I_-ieader
Match Length Field
TD field value does not correspond
with the observed size
PM Messages That Don’t Use TCO.
Usage of Unsupported VC
Target request crosses a 4KB
boundary
Completion with No Action (already done | Free FC Credits
Unsuccessful by originator of
Completion Status completion)
3.1.5.3 Completion timeout mechanism

The X710/XXV710/XL710 supports completion timeout as defined in the PClIe specification.
The X710/XXV710/XL710 controls the following aspects of completion timeout:

e Disabling or enabling completion timeout

— The PCIe Completion Timeout Disable Supported bit in the Device Capabilities 2 register is
hardwired to 1b to indicate that disabling completion timeout is supported

— The PCle Completion Timeout Disable bit in Device Control 2 register controls whether
completion timeout is enabled
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e A programmable range of timeout values

— The X710/XXV710/XL710 supports all four ranges as programmed in the Completion Timeout
Ranges Supported field of the Device Capabilities 2 register. The actual completion timeout
value is written in the Completion Timeout Value field of Device Control 2 register.

The following sequence takes place when completion timeout is detected:

e The appropriate message is sent on PCle as listed in Table 3-6.
e The affected queue or client takes action based on the nature of the original request. An interrupt is
issued to the respective PF.

— If the original request was for Tx packet data, the request and any partial packet completions
are dropped.

— Else, the request is handled the same way as malicious requests. An interrupt is issued to the
respective PF.

e Software might identify the source of the event (whether due to TLP poisoning, to a completion
timeout, or an actual malicious event) by reading the error reporting counters or the performance
and statistics counters.

3.1.5.4 Error forwarding (TLP poisoning)

If a TLP is received with an error-forwarding trailer, the packet is dropped and is not delivered to its
destination.

The following sequence takes place when a poisoned TLP is received:

e The appropriate message is sent on PCle as listed in Table 3-6.

e An interrupt is issued as described in Section 3.1.5.8.

e Ifthe TLP is a completion, a completion timeout follows at some later time. Processing continues as
described in Section 3.1.5.3.

System logic is expected to trigger a system-level interrupt to inform the operating system of the
problem. Operating systems can then stop the process associated with the transaction, re-allocate
memory to a different area instead of the faulty area, etc.

3.1.5.5 Completion with unsuccessful completion
status

A completion arriving with unsuccessful completion status (either UR or CA) is dropped and not
delivered to its destination. A completion timeout follows at some later time. Processing continues as
described in Section 3.1.5.3.

3.1.5.6 Error pollution

Error pollution can occur if error conditions for a given transaction are not isolated to the error's first
occurrence. If the PHY detects and reports a receiver error, to avoid having this error propagate and
cause subsequent errors at the upper layers, the same packet is not signaled at the data link or
transaction layers. Similarly, when the data link layer detects an error, subsequent errors that occur for
the same packet are not signaled at the transaction layer.
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3.1.5.7 Blocking on upper address

The PCIe Upper Address (GLPCI_UPADD) register blocks master accesses from being sent out on PCle
if the TLP address exceeds some upper limit. Bits [31:1] correspond to bits [63:33] in the PCIe address
space, respectively.

When a bit is set in GLPCI_UPADD[31:1], any transaction, in which the corresponding bit in its address
is set, is blocked and not sent over PCle. If all register bits are cleared, there is no effect (for example,
a packet is sent unconditionally).

Processing a blocked transaction:

e Write transaction
— The transaction is dropped.

— Set the exceeded upper address limit (write requests) event in the PCle errors register (see
Section 3.1.5.8).

— An interrupt is issued as described in Section 3.1.5.8.
e Read transaction
— The transaction is dropped.

— Set the exceeded upper address limit (read requests) event in the PCle errors register (see
Section 3.1.5.8).

— The originating internal client is notified.

— The affected queue or client takes action based on the nature of the original request. An
interrupt is issued to the respective PF.

3.1.5.8 Proprietary error reporting

The PCle specification defines how to report errors to system software. There are, however, error
events that the device driver should be aware of or that the device driver is in better position to handle
and recover from. This section describes the mechanism to report PCle related errors to device drivers.

Several CSRs are dedicated to this functionality, with a separate bit allocated per error type (see
Table 3-7):

e The PCle Errors Reported register (GLPCI_PCIERR - RO) indicates which errors are reported using
this mechanism. It is shared by all PFs. It is loaded from NVM.

e The PCle Interrupt Cause register (PFPCI_ICAUSE - RW1C) indicates pending errors for errors set
in the PCle Errors Reported register. It is dedicated per PF.

e The PCle Interrupt Enable register (PFPCI_IENA - RW) determines if an interrupt should be issued
to the respective PCI function on an error event. It is dedicated per PF.

Reporting an error to the PF driver involves the following steps:

e The device checks if the respective bit is set in the PCIe Errors Reported register. If cleared, done.
Else, continue.

e The respective bit is set in the PClIe Interrupt Cause register.

o If the respective bit is set in the PCle Interrupt Enable register, an interrupt is issued to the PCI
function. The PCI_EXCEPTION cause is used (see the PF Interrupt Zero Cause - PFINT_ICRO
register).
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Table 3-7. PCIe errors reported to device software
Error Event Index Description and Comments Function Association?

Exceeded upper address | 00 See Section 3.1.5.7 Sent to PF
limit (read requests)
Exceeded upper address | 01 See Section 3.1.5.7 Sent to PF
limit (write requests)
Reserved 02 Reserved entries N/A
Poisoned TLP received 03 See Section 3.1.5.4 Sent to PF
Reserved 04-05 Reserved entries N/A
ECRC error detected 06 ECRC check failed on a received TLP. See Section 3.1.2.9 Sent to all PFs
Unsupported Request - 07 Request causes an Unsupported Request due to receipt of Sent to all PFs
Request Type TLP with unsupported Request Type
Unsupported Request - 08 Request causes an Unsupported Request due to receipt of an | Sent to PF
Vendor Message Unsupported Vendor Defined Type 0 Message
Unsupported Request - 09 Request causes an Unsupported Request due to receipt of an | Sent to PF
Message Code invalid Message Code
Unsupported Request - 10 Request causes an Unsupported Request due to receipt of a | Sent to all PFs
Function Number not-supported Function Number
Unsupported Request - 11 Request causes an Unsupported Request due to receipt of a | Sent to all PFs
Address Range not-supported Address Range
Completer abort - target | 13 Received Target Access with illegal data size per Sent to PF
size Section 3.1.2.2 (CA)
Reserved 14 - 31 Reserved entries N/A

1.  Error detected in a VF is reported to its PF.

3.1.6

Performance and statistics counters

The X710/XXV710/XL710 incorporates counters to track the behavior and performance of the PCIe
interconnect. The X710/XXV710/XL710 implements several types of counters:

Transaction layer event counters - Section 3.1.6.1

Latency counters - Section 3.1.6.2

Link and Physical layer event counters - Section 3.1.6.3
Bandwidth counter - Section 3.1.6.4

General characteristics of the counters:

e Software can reset, stop, or start the counters (all at the same time).
e The counters are shared by all PCI functions (service mode of sharing).

Part of the registers that manage the operation of the performance counters are accessed via the
GLPCI_LCBADD and GLPCI_LCBDATA register pair. Note that these registers are accessible only in

debug mode.

Reading a register via the GLPCI_LCBADD/GLPCI_LCBDATA pair is done as follows:
e Write the following values into the GLPCI_LCBADD register:
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— ADDRESS - The 18-bit register address. See as follows for the specific address per each
register.

— BLOCK_ID - Defines the sub-unit where the register resides. Use the value 0x7F to access
registers mentioned in this section.

— LOCK - Use if needed to gain access in case of multiple agents accessing the GLPCI_LCBADD/
GLPCI_LCBDATA registers.

e Read the GLPCI_LCBDATA register.

— Note that although GLPCI_LCBDATA is a 32-bit register, the registers that maintain the actual
count are read as atomic 64-bit reads. GLPCI_LCBADD contains the address of the low Dwords
and reading GLPCI_LCBDATA returns a 64-bit value.

Writing a register via the GLPCI_LCBADD/GLPCI_LCBDATA pair is done as follows:
¢ Write the following values into the GLPCI_LCBADD register:
— ADDRESS - The 18-bit register address. See as follows for the specific address per each register

— BLOCK_ID - Defines the sub-unit where the register resides. For actual values, refer to the text
that follows.

— LOCK - use if need to gain access in case of multiple agents accessing the GLPCI_LCBADD/
GLPCI_LCBDATA registers

e Write to the GLPCI_LCBDATA.

3.1.6.1 Event counters - translation layer

Counters operate in one of the following modes:

e Count mode — the counter increments when the respective event occurred

e Leaky bucket mode — the counter increments only when the rate of events exceeded a certain
value. See Section 3.1.6.2 for more details.

The list of events supported by the X710/XXV710/XL710 are listed in Table 3-8.

Table 3-8. PCIe* statistic events encoding
Event
Events Mapping Description
(Hex)
Cycles 0x00 Increment on each PCle clock tick.

Transaction Layer events

Bad Request TLPs 0x10 Number of bad TLPs arriving to the transaction layer.These include:

e Request caused UR.
e Request caused CA.
e Malformed TLP.

Bad Completions Ox11 Number of bad completions received. These include:
e Unexpected completion.
e UR status.
e CA status.

Completion Timeout 0x12 Number of completion timeout events.

Poisoned TLP 0x13 Number of TLPs received with poisoned data.

ECRC Check 0x14 Number of TLPs that foil ECRC check.

Link Layer events
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Table 3-8. PCIe* statistic events encoding
Event
Events Mapping Description
(Hex)
Retry Buffer Timeout 0x31 Number of replay events that happen due to timeout (does not count

replay initiated due to NACK).

Retry Buffer Replay Roll-Over 0x32 Increment when a replay is initiated for more than three times.

Physical Layer events

Receive Error 0x50 Increment when one of the following occurs:

1. Decoder error occurred during training in the PHY. It is reported
only when training ends.

2. Decoder error occurred during link-up or till the end of the current

packet (in case the link failed). This error is masked when entering/
exiting EI.

3.1.6.1.1 Count mode

The following CSR fields control operation of the count mode:
e Four 32-bit counters GLPCI_GSCN_O0_3 track events and increment on each occurrence of an event.

— The four 32-bit counters can also operate in a two 64-bit mode to count long intervals or large
payloads.

. PCle Statistic Counter registers GLPCI_GSCN_0_3[0] and GLPCI_GSCN_0_3[1] form the
first 64-bit counter. PCle Statistic Counter registers GLPCI_GSCN_0_3[2] and
GLPCI_GSCN_0_3[3] form the second 64-bit counter.

e The GLPCI_GSCL_1.GIO_64_BIT_EN selects between 32-bit and 64-bit modes
e The GLPCI_GSCL_1.GIO_COUNT_EN_[3:0] bits enable each of the 4 counters

— The enable bits for the two 64-bit counters are GLPCI_GSCL_1.GIO_COUNT_ EN_O and
GLPCI_GSCL_1.GIO_COUNT_ EN_2, respectively.

e The GLPCI_GSCL_1.GIO_COUNT_START bit starts event counting of enabled counters
e The GLPCI_GSCL_1.GIO_COUNT_STOP bit stops event counting of running counters
e The GLPCI_GSCL_1.GIO_COUNT_RESET bit resets the event counters
e The GLPCI_GSCL_2 associates an event with each of the 4 counters

— In 64-bit mode, the GIO_EVENT_NUM_[2,0] fields are used

3.1.6.2 Leaky bucket mode

Each of the counters can be configured independently to operate in a leaky bucket mode. When in leaky
bucket mode, the following functionality is provided:

¢ One of four 16-bit Leaky Bucket Counters (LBC) is enabled via the LBC_ENABLE_[3:0] bits in the
PCle Statistic Control register #1.

e The LBC is controlled by the GIO_COUNT_START, GIO_COUNT_STOP, GIO_COUNT_RESET bits in
the PCle Statistic Control register #1.

e The LBC increments every time the respective event occurs.

e The LBC is decremented every T us as defined in the LBC_TIMER_N field in the PCle Statistic
Control registers #5...#8 (GLPCI_GSCL_5_38).
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e When an event occurs and the value of the LBC meets or exceeds the threshold defined in the
LBC_THRESHOLD_N field in the PCle Statistic Control registers #5...#8 (GLPCI_GSCL_5_8), the
respective statistics counter increments, and the LBC counter is cleared to zero.

3.1.6.3

Event counters - link and physical layers

This section describes the performance events for the link and physical layers and how to manage the
counters associated with these events.

The registers responsible for the link and physical layers counters are accessed via the GLPCI_LCBADD
and GLPCI_LCBDATA register pair.

Two events can be counted concurrently. The event counters include two sets of registers, each
managing one event counter. Such pairs are documented as <register_name>[1:0].

The following procedures manage the operation of the event counters (when writing to part of the
register, make sure other fields are written with their existing values):

¢ Resetting the counters configuration
— Set the XPPERFCON.GRST bit
— Clear the XPPERFCON.GRST bit (otherwise the logic stays in reset)

Setting an event:

— Write 0x0...0 to the XPPMCL[1:0] registers
— Set the XPPMR[1:0].CENS field to 0x1

— Set the XPPMR[1:0].CNTMD field to 0x1

— Set the XPPMER[1:0].XPRSCA field to 0x1
— Set the event according to Table 3-9

Starting a count:

— Set the XPPERFCON.GCE bit

Stopping a count:

— Clear the XPPERFCON.GCE bit

Reading the count (note that reading the counter clears their values):

— Read the respective XPPMDH[1:0] and XPPMDL[1:0] register pair in a single 64-bit aligned

access.

Table 3-9 lists the link and physical Layer events:

Table 3-9. Link and physical layer performance events

Event

Description

Register Field

Uncorrectable Errors

Counts the total number of uncorrectable errors

XPPMER[1:0].CNTUCERR

Correctable Errors

Counts the total number of correctable errors

XPPMER[1:0].CNTCERR

Tx LOs state
utilization

Counts the number of entries to LOs on the Tx lanes

XPPMER[1:0].TXLOSU

Rx LOs state
utilization

Counts the number of entries to LOs on the Rx lanes

XPPMER[1:0].RXLOSU
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Event Description Register Field
Link Utilization Counts clocks that a port is receiving data. XPPMER[1:0].LNKUTIL
If one counter counts receiver errors and another counter
counts link utilization, a bit error rate can be calculated.
Recovery State Counts the number of entries to recovery state XPPMER[1:0].RECOVERY
Utilization
ASPM L1 state Counts the number of entries to ASPM L1 state (such as XPPMER[1:0].L1
utilization initiated by the device)
SW L1 state Counts the number of entries to L1 state initiated by XPPMER[1:0].SWL1
utilization software
Tx and Rx LOs Counts number of events where both Tx and Rx are in LOs XPPMER[1:0].RXLOSTXLOSU
utilization state
NAK DLLP received Counts number of received NAK DLLPs XPPMER[1:0].NAKDLLP
3.1.6.3.1 Bandwidth counters

The bandwidth counters measure total payload bytes transferred over the PCle link. Counting is
provided per each traffic type (posted, non-posted, completions) per direction (upstream and
downstream).

The mechanisms previously described hold for the bandwidth counters with the following differences:
e Setting an event:
— Set the XPPMR[1:0].CENS field to Ox1
— Set the XPPMR[1:0].EGS field to 0x2

— Set the XPPMER[1:0].FCCSEL field to the desired traffic type (posted, non-posted, completions,
or all)

— Set the XPPMER[1:0].TXRXSEL field to desired values
— Set the XPPMER[1:0].XPRSCA field to Ox1
— Set the XPPERFCON.GCE field to 0x1
Registers fields used exclusively by the bandwidth counters:
e XPPEMR[1:0].FCCSEL - selects the desired traffic type (posted, non-posted, completions, or all)
e XPPMER[1:0].TXRXSEL - Selects between monitoring downstream traffic, upstream traffic, or both

3.1.6.3.2 Register map

The register fields that control the link and physical layer events are as follows:
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Table 3-10. XP PM compare low bits register (XPPMCL[1:0]) (0x3288, 0x328C)

Field Bit(s) Init. Description

CMPL 31:0 OxFF...F PM compare low value.
Low order bits [31:0] for PM compare register[1:0].

Table 3-11. XP PM data low bits register (XPPMDL[1:0]) (0x32ES8, 0x32F0)

Field Bit(s) Init. Description

CNTL 31:0 0x00...00 PM data counter low value.
Low order bits [31:0] for PM data counter[1:0].

Note: XPPMDL must be read together with the respective XPPMDH register as a single 64-bit aligned
read. The registers are simultaneously cleared on read.

Table 3-12. XP PM data high bits register (XPPMDH[1:0]) (0x32EC, 0x32F4)

Field Bit(s) Init. Description
RSVD 31:4 0x0...0 Reserved
CNTH 3:0 0x0 PM data counter high value
High order bits [35:32] for PM data counter[1:0].

Note: XPPMDH must be read together with the respective XPPMDL register as a single 64-bit aligned
read. The registers are simultaneously cleared on read.

Table 3-13. XP PM response control register (XPPMR[1:0]) (0x3294, 0x3298)

Field Bit(s) Init. Description
EGS 20:19 0x0 Event Group Selection
CNTMD 15:14 0x0 Count Mode
CENS 13:11 0x0 Counter enable source

Table 3-14. XP PM resource events register (XPPMER[1:0]) (0x32AC, 0x32B0)

Field Bit(s) Init. Description
NAKDLLP 29 0Ob NAK DLLP received - set to enable.
EXLOSTXLOS 28 0Ob Tx and Rx LOs utilization - set to enable.
SWL1 27 Ob Software L1 state utilization - set to enable.
L1 26 0Ob ASPM L1 state utilization - set to enable.
RECOVERY 25 Ob Recovery state utilization - set to enable.
CNTUCERR 24 Ob Count uncorrectable errors - set to enable.
CNTCERR 23 0Ob Count correctable errors - set to enable.
TXLOSU 22 0b Tx LOs state utilization event - set to enable.
RXLOSU 21 Ob Rx LOs state utilization event - set to enable.
XPRSCA 20:17 0x0 XP Resource Assignment.

0001b: Set.
Else: reserved.
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Field Bit(s) Init. Description
LNKUTIL 16:13 0x0 Link utilization - set to 0x1 to enable.
FCCSEL 4:2 0x0 Flow Control Class Select.
This field selects which flow class for resource event.
xx1b: Posted.
x1xb: Non-posted.
1xxb: Completion.
Note: setting to 111b counts posted, non-posted and completion traffic combined.
TXRXSEL 1:0 0x0 Tx/Rx Select (TXRXSEL):
This field selects the traffic direction to monitor:
1xb: Transmit.
x1b: Receive (from PCle bus).
11b: Either transmit or receive direction.
Table 3-15. Performance monitor local control register (XPPERFCON) (0x32C4)
Field Bit(s) Init. Description
RSVD 31:2 0x0 Reserved.
GCE 1 Ob Global Count Enable.
GRST 0 Ob Global Reset.
3.1.6.4 Latency counter

The latency counter measures the min, max, or average read latency.

Note:

Completion timeout events are ignored when the latency counter is enabled.

The latency counters are managed via a set of register fields described in the text that follows (Table 3-
16, Table 3-17, and Table 3-18). Each of the following sources of traffic has its separate set of registers
and counters:

e 0x0 - Rx LAN descriptor fetch
e 0Ox1 - Tx LAN descriptor fetch

e 0x4 - Internal cache load

e 0x5 - Internal management engine read
e 0x6 - Tx LAN packet fetch
The registers are accessed via the GLPCI_LCBADD and GLPCI_LCBDATA registers.

The register fields that control the latency counter operation are:

Table 3-16. NPQ control register - NPQC (0x00000)
Field Bit(s) Init. Description
Reserved 31:10 0 Reserved.
RTMNTREN 9 0 Latency counting enable.
This bit should set in order to enable latency counters. When set, completion timeout events
are ignored.
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PERFMNTREN 8 0 Performance monitor enable.
This bit should set in order to enable latency counters.
Clearing this bit clears the latency counters.

PERFMNTRAVG 7:4 1 Performance monitor average rate.
This field sets the averaging rate for all latency average monitors. See definition of
NPQRTDLY1.ARTDLY.
This field divided by 16 is the weight W in an exponential moving average. The possible
values are 1, 2, 4 or 8, which correspond to averaging rates of 0.0625, 0.125, 0.25 or 0.5,
respectively.

Reserved 3:0 0x4 Reserved.

Table 3-17.

NPQ round trip delay 1 register - NPQRTDLY1 (0x00030; RO)

Field Bit(s) Init. Description
Reserved 31:16 0 Reserved.
ARTDLY 15:0 0 Average read requests round-trip delay.
Captures the average read latency experienced since the last counter reset. Latency is
measured from time the read request starts until the time the completion starts to arrive.
Average is calculated as exponential moving average. That is, the new average M(n) at
sample n equals M(n) = (W/16) * new_sample + (16-W)/16*M(n-1), where W is defined in
the NPQC.PERFMNTRAVG field.
Table 3-18. NPQ round trip delay 2 register - NPQRTDLY2 (0x00034; RO)
Field Bit(s) Init. Description
MAXRTDLY 31:16 0 Maximum read requests round trip delay.
Captures the maximum read latency experienced since the last counter reset. Latency is
measured from the time the read request starts until the time the completion starts to
arrive.
MINRTDLY 15:0 0 Minimum read requests round trip delay.
Captures the minimum read latency experienced since the last counter reset. Latency is
measured from the time the read request starts until the time the completion starts to
arrive.

Latencies are measured in cycle counts, where a cycle duration is listed in Table 3-19.

Table 3-19.

Resolution of the latency counters

PCIe Operation Speed GLPCI_CLK%?’T;EITCeLK_DYN Bit PCle OPW;t::nal Link Cycle Duration (ns)
Gen 1 (2.5G) 0b X 8
Gen 2 (5.0G) 0b X 4
Gen 3 (8.0G) 0b X 2
Gen 1 (2.5G) 1b 8 lanes 16
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Gen 2 (5.0G) 1b 8 lanes 8
Gen 3 (8.0G) 1b 8 lanes 4
Gen 1 (2.5G) 1ib 1 or 4 lanes 32
Gen 2 (5.0G) 1ib 1 or 4 lanes 16
Gen 3 (8.0G) 1b 1 or 4 lanes 8
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The NPQC register serves other proposes. When using it, keep the following in mind.

e Read the relevant NPQC register
e Modify the relevant fields from the previous list in a local copy
e Write the local copy back to the X710/XXV710/XL710
Clearing the latency counters is done by setting the NPQC.PERFMNTREN bit to Ob.
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3.2 Ethernet interconnect

3.2.1 Media Access Control (MAC) layer

The X710/XXV710/XL710 supports up to four full duplex Ethernet MAC ports compliant with IEEE
Std802.3-2008 and IEEE Std 802.3ba-2010 standards (Clause 4 and Annex 4A). The MAC ports can be
configured to operate at different speeds of operation as listed in Section 3.2.1.1.

Each MAC port is associated with a corresponding Media Access Unit (MAU) that provides the physical
layer interfaces. The MAUs need to be configured to operate with appropriate physical layer protocols
based on the MAC operating speed. Physical layers supported by the X710/XXV710/XL710 for different
speeds of operation are explained in Section 3.2.2.

3.2.1.1 MAC speed configuration

Table 3-20 lists the possible speed configurations available on each MAC port.

Table 3-20. MAC port and possible speed configurations

Port 1Gb/s 10 Gb/s | 40 Gb/s
MAC 0 Y Y Y
MAC 1 Y Y Y
MAC 2 Y Y N
MAC 3 Y Y N

Note: Each port marked as “Y” in the table above may be enabled for the relevant speed. As listed
in Table 3-20 in some setups only some of the ports might be enabled.

When LAN ports are disabled in multi-port system configurations, corresponding PCle functions need to
be disabled through the NVM or external disable pins. See Section 4.2.3 for details on PCI function
disable and LAN port disable functionality.

The link speed for each port can be controlled through NVM loaded settings or Link Configuration Admin
commands (see Section 3.2.5). In some physical interfaces the final link speed is selected, out of the
pre-configured options, based on the link auto-negotiation protocol.

3.2.1.2 Ethernet CRC generation and stripping

The X710/XXV710/XL710 MAC supports CRC generation (Ethernet frame check sequence). The MACs
can be independently programmed to generate and append the 32-bit CRC (FCS) in the transmit
direction by setting the CRC Enable field in the Set MAC config AQ command.

The default value is set for the MAC to append the CRC.

Note: When CRC generation is disabled in the MAC, automatic padding in the MAC does not work
correctly, therefore all transmitted packets must be at least 64 bytes long.
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3.2.1.3 Transmit padding

The minimum frame size for Ethernet as specified by IEEE Std 802.3 standard is 64 bytes. The X710/
XXV710/XL710 MAC pads, with ZEROs, Ethernet packets that are smaller than 64 bytes during
transmit. Refer to the padding rules for received packets and loop-back packets in Section 7.2.2.

When interfacing to an external crypto engine, padding is done prior to sending the packet to it
meaning that the crypto engine receives packets that are at least 60 bytes long.

3.2.1.4 Jumbo frame support

The X710/XXV710/XL710 MAC supports transmission and reception of frames of up to 9.5 KB (9728
bytes). Maximum receive and transmit frame size is configured through the Set MAC config <Max
Frame Size > field.

3.2.1.5 Ethernet Flow Control (FC)

The X710/XXV710/XL710 supports flow control (pause) as defined in 802.3x (IEEE Std 802.3-2008
Annex 31B), as well as the specific operation of asymmetrical flow control (asymmetric pause) defined
by 802.3z (IEEE Std 802.3-2008 Annex 28B). The X710/XXV710/XL710 also supports Priority Flow
Control (PFC) as defined in IEEE P802.1Qbb, sometimes referred to as Class Based Flow Control or
(CBFC), as part of the DCB architecture.

Note: A X710/XXV710/XL710 port can either be configured to receive 802.3x Link Flow Control
(LFC) packets or 802.1Qbb/802.3bd PFC packets. It does not support the reception of both
types of packets simultaneously over the same port.

Flow control is implemented to reduce receive buffer overflows, which result in the dropping of received
packets. Flow control also allows for local controlling of network congestion levels. This can be
accomplished by sending an indication to a transmitting station of a nearly full receive buffer condition
at a receiving station.

The implementation of asymmetric flow control allows for one link partner to send flow control packets
while being allowed to ignore their reception (for example, not required to respond to PAUSE frames).

The following registers define the basic control functionality. Refer to the registers specified in

Section 7.7.1.1.5, Section 7.7.1.2.10, and Section 7.7.2.2 for the other programming related to flow
control. In DCB mode, some of the registers are duplicated per Traffic Class (TC), up to eight duplicate
copies of the registers. If DCB is disabled, index [0] of each register is used.

At 10 Gb/s and lower speeds:
e MAC Flow Control (PRTDCB_MFLCN) register — Enables flow control and passing of MAC control
packets to the host.

¢ Flow Control Configuration (PRTDCB_FCCFG) — Determines mode for Tx flow control (no FC, LFC,
or versus PFC).

¢ Flow Control Transmit Timer Value (PRTDCB_FCTTVN[3:0]) — a set of 16-bit timer values to include
in transmitted PAUSE frame. A single timer is used in LFC mode and up to eight timers are used in
PFC mode.

¢ Flow Control Refresh Threshold Value (PRTDCB_FCRTV) — 16-bit PAUSE refresh threshold value (in
legacy FC PRTDCB_FCRTV must be smaller than PRTDCB_FCTTVN[O0]).

e PRTDCB_TC2PFC.TC2PFC bitmap must be set to OxFF in LFC mode.
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For a 40 Gb/s link:

e HSEC CONTROL PRTMAC_HSEC_CTL_RX_ENABLE_GPP — Controls the processing of incoming LFC
frames.

e PRTMAC_HSEC_CTL_RX_ENABLE_PPP — Controls the processing of incoming PFC frames.

e PRTMAC_HSEC_CTL_RX_PAUSE_ENABLE — Bit-map that controls the processing of incoming PFC
and LFC frames. Contains an enable bit per priority for PFC and a single bit for LFC.

e PRTMAC_HSEC_CTL_TX_PAUSE_ENABLE — Bit-map that controls the sending of PFC and LFC
frames. Contains an enable bit per priority for PFC and a single bit for LFC.

e PRTMAC_HSEC_CTL_TX_PAUSE_REFRESH_TIMER — Array that controls the retransmission time of
pause packets for each of the eight priorities in PFC operation and for the LFC operation.

e PRTMAC_HSEC_CTL_TX_SA_PART1, PRTMAC_HSEC_CTL_TX_SA_PART2 — Configurable source
MAC address used in the pause packets sent.

e PRTMAC_HSEC_CTL_TX_PAUSE_QUANTA — Arrays that control the timer value included in
transmitted pause frames for each of the eight priorities in PFC operation and for the LFC operation.

The flow control registers can be modified using the Set MAC Config admin command (See
Section 3.2.5.1.2).

3.2.1.5.1 MAC control frames and reception of flow control
frames
3.2.1.5.1.1 MAC control frame — other than FC

IEEE 802 reserved the Ethertype value of 0x8808 for MAC control frames as listed in Table 3-21. The
MAC control frame format is specified in IEEE 802.3 Clause 31.

Table 3-21. MAC control frame format

DA The Destination Address field can be an individual or multicast (including broadcast) address.
Permitted values for the Destination Address field can be specified separately for a specific
control opcode such as FC packets.

SA Port Ethernet MAC address (6 bytes).

Type 0x8808 (2 bytes).

Opcode The MAC control opcode indicates the MAC control function.

Parameters The MAC Control Parameters field must contain MAC control opcode-specific parameters. This
field can contain none, one, or more parameters up to a maximum of minFrameSize =20
bytes.

Reserved field = 0x00 The Reserved field is used when the MAC control parameters do not fill the fixed length MAC
control frame.

CRC 4 bytes.

3.2.1.5.1.1.1 MAC control frame receive identification

Packets with:
e MAC DA = 01-80-C2-00-00-01.
e Ethertype value of 0x8808 are considered to be control frames.

The MAC supports the following configurations to further manage how Rx control frames are identified:
e UC DA Check Enable (PRTMAC_HSEC_CTL_RX_CHECK_UCAST_GCP).
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e When enabled, the MAC might identify control frames based on the configured UC DA.
Configuration is defined later in this section.

e SA Check Enable (PRTMAC_HSEC_CTL_RX_CHECK_SA_GCP).

e When enabled, the MAC identifies control frames only if their MAC SA matches the configured value
described later in this section.

Further, the MAC also supports configurations for different addresses:

e UC MAC DA (PRTMAC_HSEC_CTL_RX_PAUSE_DA_UCAST_PART1/2) — Single configuration for all
control frames).
e MAC SA (PRTMAC_HSEC_CTL_RX_PAUSE_SA_PART1/2) — Single configuration for all control
frames.
The 10 Gb/s and lower speeds MAC supports the following configurations:

e UC MAC DA [Port MAC Address Low/High registers (PRTGL_SAL and PRTGL_SAH)].

3.2.1.5.1.2 Structure of 802.3x FC packets

802.3x FC packets are defined by the following three fields (see Table 3-22):

1. A match on the six-byte multicast address for MAC control frames or a match to the station address
of the device. The 802.3x standard defines the MAC control frame multicast address as 01-80-C2-
00-00-01. A match on the Type field. The Type field in the FC packet is compared against an IEEE
reserved value of 0x8808.

2. A match of the MAC Control Opcode field has a value of 0x0001.
Frame-based flow control differentiates XOFF from XON based on the value of the PAUSE Timer field.
Non-zero values constitute XOFF frames while a value of zero constitutes an XON frame. Values in the

Timer field are in units of pause quanta (slot time). A pause quanta lasts 64 byte times, which is
converted in to an absolute time duration according to the line speed.

Note: XON frame signals the cancellation of the pause that was initiated by an XOFF frame. For
example, a pause for zero pause quanta.

Table 3-22. 802.3x link flow control frame formats

DA 01_80_C2_00_00_01 (6 bytes).

SA Port Ethernet MAC address (6 bytes).

Type 0x8808 (2 bytes).

Opcode 0x0001 (2 bytes).

Time XXXX (2 bytes).

Pad 42 bytes.

CRC 4 bytes.

3.2.1.5.1.2.1 802.3x frame receive identification

Received frames that are identified as control frames (see Section 3.2.1.5.1.1.1) can further be
classified as 802.3x if the frames opcode = 0x0001 as listed in Table 3-22.

The MAC supports the following configurations to further manage 802.3x FC frames’ Rx identification:

e UC MAC DA Check Enable (PRTMAC_HSEC_CTL_RX_CHECK_UCAST_GPP) — When enabled, 802.3x
frames can be identified based on a configured UC MAC_DA. Configuration is defined later in this
section.
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e MAC SA Check Enable (PRTMAC_HSEC_CTL_RX_CHECK_SA_GPP) — When enabled, the MAC
identifies 802.3x frames only if their MAC SA matches the configured value described later in this
section.

Further, when enabled for checking the 40 Gb/s MAC, it also supports configurations for the different
addresses:

e UC MAC DA (PRTMAC_HSEC_CTL_RX_PAUSE_DA_UCAST_PART1/2) — Single configuration for all
control frames.

e MAC SA (PRTMAC_HSEC_CTL_RX_PAUSE_SA_PART1/2) — Single configuration for all control
frames.

The 10 Gb/s and lower speeds MAC supports the following configuration to further manage 802.3x FC
frames’ Rx identification:

e UC MAC DA (PRTGL_SAL and PRTGL_SAH).

3.2.1.5.1.3 Priority Flow Control (PFC)

Data Center Bridging (DCB) introduces support for multiple TCs assigning different priorities and
bandwidth per TC. LFC stops all the TCs. PFC specified in IEEE P802.1Qbb enables more granular flow
control on the Ethernet link in an DCB environment as opposed to the PAUSE mechanism defined in
802.3x. The PFC frame format is specified in IEEE P802.3bd.

Table 3-23. PFC packet format

DA 01_80_C2_00_00_01 (6 bytes).
SA Port Ethernet MAC address (6 bytes).
Type 0x8808 (2 bytes).

Opcode 0x0101 (2 bytes).

Priority Enable Vector 0x00XX (2 bytes).

Timer 0 XXXX (2 bytes).

Timer 1 XXXX (2 bytes).

Timer 2 XXXX (2 bytes).

Timer 3 XXXX (2 bytes)

Timer 4 XXXX (2 bytes).

Timer 5 XXXX (2 bytes).

Timer 6 XXXX (2 bytes).

Timer 7 XXXX (2 bytes).

Pad 26 bytes.

CRC 4 bytes.

Table 3-24. Format of priority enable vector

ms octet Is octet

Priority enable vector definition 0 e[7]...e[n]...e[0]

e[n] =1 => time (n) valid
e[n] =0 => time (n) invalid
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Each of the eight timers refers to a specific User Priority (UP). For example, Timer O refers to UP 0, etc.
The X710/XXV710/XL710 binds a UP (and therefore the timer) to one of its TCs according to the UP-to-
TC binding tables. Refer to the PRTDCB_TUP2TC register for the binding of received PFC frames to Tx
TCs, and to the PRTDCB_RUP2TC register for the binding of transmitted PFC frames to Rx TCs.

When a PFC frame is formatted by the X710/XXV710/XL710, the same values are replicated into every
Timer field and priority enable vector bit of all the UPs bound to the concerned TC. These values as
configured in the PRTDCB_RUP2TC register.

The following rule is applicable for the case of multiple UPs that share the same TC as configured in the
PRTDCB_TUP2TC register. When PFC frames are received with different timer values for the previous
UPs, the traffic on the associated TC must be paused by the highest XOFF timer’s value.

3.2.1.5.1.3.1 PFC frame receive identification

Received frames that are identified as control frames (see Section 3.2.1.5.1.1.1) can further be
classified as PFC if the frames opcode = 0x0101 as listed in Table 3-23.

The 40 Gb/s MAC supports the following configurations to manage PFC frames’ identification on Rx:

e UC DA Check Enable (PRTMAC_HSEC_CTL_RX_CHECK_UCAST_PPP)— When enabled, PFC frames
can be identified based on a configured UC MAC_DA. Configuration is defined later in this section.

e SA Check Enable (PRTMAC_HSEC_CTL_RX_CHECK_SA_PPP)- When enabled, the MAC identifies
802.3x frames only if their MAC SA matches the configured value described later in this section.

Further, when enabled for checking the 40 Gb/s MAC, it also supports configurations for the different
addresses:

e UC MAC DA (PRTMAC_HSEC_CTL_RX_PAUSE_DA_UCAST_PART1/2) — Single configuration for all
control frames).

e MAC SA (PRTMAC_HSEC_CTL_RX_PAUSE_SA_PART1/2) — Single configuration for all control
frames.

The 10 Gb/s and lower speeds MAC supports the following configurations to manage PFC frames’
identification on Rx:

e UC MAC DA (PRTGL_SAL and PRTGL_SAH).

3.2.1.5.1.4 Operation and rules

The X710/XXV710/XL710 operates in either LFC mode or in PFC mode. Enabling both modes
concurrently is not allowed.

The 10 Gb/s and lower speeds MAC implements the following configurations:

e LFC (PAUSE) is enabled by the RFCE bit in the PRTDCB_MFLCN register.
e PFCis enabled by the RPFCE bit in the PRTDCB_MFLCN register.

The 40 Gb/s MAC implements the following configurations:

e PRTMAC_HSEC_CTL_RX_ENABLE_GPP — Enables the processing of incoming LFC frames.
e PRTMAC_HSEC_CTL_RX_ENABLE_PPP — Enables the processing of incoming PFC frames.

Note: LFC capability must be negotiated between link partners via the auto-negotiation process.
PFC capability is negotiated via some higher level protocol (DCBX) and the resolution is
usually provided to the software device driver by the DCB management agent. It is the EMP
responsibility to reconfigure the LFC settings after the auto-negotiation process was resolved.
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Once the receiver has validated the reception of an XOFF, or PAUSE frame, the device performs the
following:
e Increments the appropriate statistics register(s).

e Initialize the pause timer based on the packet's PAUSE Timer field (overwriting any current timer’s
value).
— In case of PFC, this is done per TC. If several UPs are associated with a TC, then the device sets
the timer to the maximum value among all enabled timer fields associated with the TC.
e Disable packet transmission or schedule the disabling of transmission after the current packet
completes.

— In case of PFC, this is done per paused TC.
Resumption of transmission can occur under the following conditions:

e Expiration of the PAUSE timer.
— In case of PFC, this is done per TC.

e Reception of an XON frame (a frame with its PAUSE timer set to 0b).
— In case of PFC, this is done per TC.

Both conditions clear the relevant TXOFF status bits in the Transmit Flow Control Status
(PRTDCB_TFCS) register and transmission can resume. Hardware records the number of received XON
frames.

3.2.1.5.1.5 Timing considerations

When operating at 40 Gb/s line speed, the X710/XXV710/XL710 does not begin to transmit a (new)
frame more than 118 pause_quantum after the reception of a valid XOFF frame that contains a non-
zero value of pause_time, as measured at the wires (a pause quantum is 512 bit times).

When operating at 10 Gb/s line speed, the X710/XXV710/XL710 must not begin to transmit a (new)
frame more than 60 pause quanta after receiving a valid XOFF frame, as measured at the wires. When
connected to an external 10GBASE-KR PHY with FEC or to an external 10GBASE-T PHY, the response
time requirement increases to 74 pause quanta, because of extra delays consumed by these external
PHYs.

When operating at 1 Gb/s line speed, the X710/XXV710/XL710 must not begin to transmit a (new)
frame more than 2 pause quanta after receiving a valid XOFF frame, as measured at the wires.

The IEEE P802.1Qbb draft 2.3, specifies that the tolerated response time for priority XOFF frames is
614.4 ns (equivalent of 12 pause quanta at the link speed of 10 Gb/s and 48 pause quanta at the link
speed of 40 Gb/s). This extra budget in addition to the link delay is aimed to compensate the fact that
decision to stop new transmissions from a specific TC must be taken earlier in the transmit data path
than for the LFC case.
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3.2.1.5.2 PAUSE and MAC control frames forwarding

3.2.1.5.2.1 At 10 Gb/s and lower speeds

Two bits in the PRTDCB_MFLCN register control the transfer of PAUSE and MAC control frames to the
host. These bits are Discard PAUSE Frames (DPF) and Pass MAC Control Frames (PMCF). Note also that
any packet must pass the L2 filters as well.

e The DPF bit controls transfer of PAUSE packets to the host. The same policy applies to both LFC and
PFC packets as listed in Table 3-25. Note that any packet must pass the L2 filters as well.

e The PMCF bit controls transfer of non-PAUSE packets to the host. Note that when LFC frames are
not enabled (RFCE = 0b) then LFC frames are considered as MAC Control (MC) frames for this
matter. Similarly, when PFC frames are not enabled (RPFCE = 0b) then PFC frames are considered
as MC frames as well.

Note: When virtualization is enabled, forwarded control packets are queued according to the regular
switching procedure.

Table 3-25. Transfer of PAUSE packet to host (DPF bit) in 10 Gb/s MAC

RFCE RPFCM DPF LFC Handling PFC Handling

Ob Ob X Treat as MC (according to PMCF setting). Treat as MC (according to PMCF setting).
1ib Ob 0b Accept. Treat as MC (according to PMCF setting).
1ib Ob 1b Reject. Treat as MC (according to PMCF setting).
Ob 1ib 0b Treat as MC (according to PMCF setting). Accept.

Ob 1b 1b Treat as MC (according to PMCF setting). Reject.

1b 1b X Unsupported setting. Unsupported setting.

3.2.1.5.2.2 For 40 Gb/s links

The following configurations control the forwarding of MAC control frames (including PAUSE frames):

e PRTMAC_HSEC_CTL_RX_FORWARD_CONTROL — Controls the forwarding of incoming MAC control
frames to the host and/or to EMP. When enabled, incoming PAUSE frames are not terminated by the
MAC block. Affects both PFC and LFC frames.

e PRTMAC_HSEC CTL_RX_ENABLE_GCP — Controls whether incoming control frames are processed
by the MAC block.

e PRTMAC_HSEC CTL_RX_ENABLE_PPP/GPP — When control frames are enabled for processing, by
setting the PRTMAC_HSEC CTL_RX_ENABLE_GCP, these configurations are used to enable PFC and
LFC frame processing.

Note: When enabled for processing frames, is identified according to the configurations described in
Section 3.2.1.5.1.1.1.

Table 3-26 lists these settings.
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Table 3-26. Transfer of PAUSE packet-to-host in 40 Gb/s MAC
Rx Enable RX_ENABLE_PPP | RX_ENABLE_GPP | Rx Forward R
GCP (PFC) (LFC) Control PFC and LFC Handling
Ob X X X PAUSE frames are forwarded as regular packets.
1b X X 0b PAUSE frames are dropped.
1ib X X 1b PAUSE frames are forwarded as regular packets.
Table 3-27. PAUSE frame processing in 40 Gb/s MAC
RX Enable |RX_ENABLE_PPP | RX_ENABLE_GPP .
GCP (PFC) (LFC) PFC and LFC Handling
(0]5) X X Both PFC and LFC frames are treated as regular packets.
1b 1b Ob 1. PFC frames are processed by MAC.
2. LFC frames are not processed by the MAC.
3. Both PFC and LFC frames are dropped/forwarded based on
RX_FORWARD_CONTROL configuration as listed in Table 3-26.
1b 0b 1b 4. PFC frames are not processed by the MAC.
1. LFC frames are processed by MAC.
2 Both PFC and LFC frames are dropped/forwarded based on
RX_FORWARD_CONTROL configuration as listed in Table 3-26.
1ib 1b 1ib Unsupported setting.
3.2.1.5.3 Transmitting PAUSE frames

The X710/XXV710/XL710 generates PAUSE packets to insure there is enough space in its receive
packet buffers to avoid packet drop. The X710/XXV710/XL710 monitors the fullness of its receive FIFOs
and compares it with the contents of a programmable threshold. When the threshold is reached, the
X710/XXV710/XL710 sends a PAUSE frame. The X710/XXV710/XL710 supports both LFC and PFC —
but not both concurrently (at the same physical port). When DCB is enabled, it sends only PFC, and
when DCB is disabled, it sends only LFC.

Note: Similar to the reception of flow control packets previously mentioned, software can enable
flow control transmission by setting the PRTDCB_FCCFG.TFCE field or the
PRTMAC_HSEC_CTL_TX_PAUSE_ENABLE register on 40 Gb/s links only after it is negotiated
between the link partners (possibly by auto-negotiation).

3.2.1.5.3.1 PFC

Like Rx flow control, Tx flow control operates in either a link 802.3x compliant mode or in PFC mode,

but not in both at the same time.

The same flow control mechanism is used for PFC and for 802.3x flow control to determine when to
send XOFF and XON packets. When PFC is used in the receive path, Priority PAUSE packets are sent
instead of 802.3x PAUSE packets. The format of priority PAUSE packets is described in

Section 3.2.1.5.1.2.1.

A specific consideration for generating PFC packets:

e When a PFC packet is sent, the packet sets all the UPs that are associated with the relevant TC (UP-
to-TC association in receive is defined in PRTDCB_RUP2TC register).
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3.2.1.5.3.2 Operation and rules

At 10 Gb/s and lower speeds, The TFCE field in the Flow Control Configuration (PRTDCB_FCCFG)
register enables transmission of PAUSE packets as well as selects between the LFC mode and the PFC
mode.

For a 40 Gb/s link, the PRTMAC_HSEC_CTL_TX_PAUSE_ENABLE bit-map controls transmission of PFC
and LFC.

Refer to Section 7.7.1.2.4 for the criteria used by the device for sending a XOFF frame to the neighbor.
The X710/XXV710/XL710 sends an additional PAUSE frame if it has previously sent one and the FIFO
overflows. This is intended to minimize the amount of packets dropped if the first PAUSE frame did not
reach its target.

From the time it has issued a PAUSE frame to the neighbor the X710/XXV710/XL710 starts counting
down in an internal shadow counter that is used to mirror the pause time-out counter at the partner’s
end. When this internal counter reaches the value set in PRTDCB_FCRTYV register or in
PRTMAC_HSEC_CTL_TX_PAUSE_REFRESH_TIMER register for 40 Gb/s links then, if the PAUSE
condition is still valid (meaning that the buffer(s) fullness is still above the relevant watermarks), an
XOFF message is sent again.

Once the receive buffer fullness reaches the relevant low watermarks, the X710/XXV710/XL710 sends
an XON message (a PAUSE frame with a timer value of zero). Refer to Section 7.7.1.2.7 for the criteria
used by the device for sending a XON frame to the neighbor.

3.2.1.6 Inter Packet Gap (IPG) control and pacing

The X710/XXV710/XL710 supports transmission pacing by extending the IPG (the gap between
consecutive packets). The pacing mode enables the average data rate to be slowed in systems that
cannot support the full link rate (10 Gb/s or 1 Gb/s). As listed in Table 3-28, the pacing modes work by
stretching the IPG in proportion to the data sent. In this case, the data sent is measured from the end
of preamble to the last byte of the packet. No allowance is made for the preamble or default IPG when
using pacing mode.

Example 1:

Consider an example of a 64-byte frame. To achieve a 1 Gb/s data rate when link rate is 10 Gb/s and
packet length is 64 bytes (16 Dwords), programmers need to add an additional IPG of 144 Dwords
(nine times the packet size to reach 1 Gb/s). Which when added to the default IPG gives an IPG of 147
Dwords.

Example 2:

Consider an example of a 65-byte frame. To achieve a 1 Gb/s data rate when link rate is 10 Gb/s and
packet length is 65 bytes (17 Dwords when rounded up) programmers need to add an additional IPG of
153 Dwords (nine times the packet duration in Dwords). Which when added to the default IPG gives an
IPG of 156 Dwords. Note that in these case, where the packet length counted in Dwords is not an
integer, programmers need to count any fraction of a Dword as a whole Dword for computing the
additional IPG.

Table 3-28 lists the pacing configurations supported by the X710/XXV710/XL710 at link rates of 10 Gb/
s. When operating at lower link speeds the pacing speed is proportional to the link speed. Pacing is
configured in the Pacing Config field in the Set MAC config admin command.

Note: The 40 Gb/s MAC does not support the previous mechanism and pacing might be achieved
through the use of the rate limiting mechanism of the Tx scheduler.
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Table 3-28. Pacing speeds at 10 Gb/s link speed

Pacing Speeds (Gb/s) Delay Inserted into IPG P;Xéncgoggg’zg:jﬁ:dcl%tgifgt
10 (LAN) None 0000b
9.294196 (WAN) 1 byte for 13 transmitted 1111b
9.0 1 Dword for 9 transmitted 1001b
8.0 1 Dword for 4 transmitted 1000b
7.0 3 Dwords for 7 transmitted 0111b
6.0 2 Dwords for 3 transmitted 0110b
5.0 1 Dwords for 1 transmitted 0101b
4.0 3 Dwords for 2 transmitted 0100b
3.0 7 Dwords for 3 transmitted 0011b
2.0 4 Dwords for 1 transmitted 0010b
1.0 9 Dwords for 1 transmitted 0001b
10 None Default

3.2.1.7 MAC speed change at different power modes

Auto-negotiation enables establishment of link speed at the Highest Common Denominator (HCD).
During certain low power modes power saving might be more important than link performance. The
X710/XXV710/XL710 supports an additional mode of operation, where it can configure the PHY to a
fixed speed, starting from the lowest speed and checking if the link can be up. This method sets the link
speed to the Lowest Common Denominator (LCD) link speed. The link-up process enables the link to
come up at any possible speed in cases where power is more important than performance. See further
information in Section 5.3.1.

3.2.1.8 MAC errors

The X710/XXV710/XL710’s MAC supports identification of the following erroneous packets:

e |2 CRC Error
Packet’s FCS check resulted in an error.
e Undersized or oversized packets.

Received frame size is smaller than 64 bytes or larger than the configured max frame size, which
was either loaded from the NVM or set using the Set MAC config command.

o Illegal Byte Error
Indication that an illegal control byte was received on the XLGMII interface.

An illegal control byte is any value that is not allowable. See the IEEE802.3 specification for legal
symbols such as /1/,/E/,/T/, /D/,/S/, /Seq/. or /LPI/.

e Error Byte Error

Indication that a packet was received with the error control byte (/E/) on the XLGMII interface.
Indicates that the PCS has encountered an error during the packet’s reception.

e 802.3 Length Error
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<Length> field information in the 802.3 header does not match the packet’s actual size.

Packets containing any one of the previous errors can be filtered by the device or forwarded to a pre-
configured VSI based on the SBP flag in the PRT_SBPVSI register.

Note: Packets shorter than 64 bytes are always filtered by the MAC layer and are not affected by
the Store Bad Packets (SBP) configuration.

3.2.1.8.1 MAC error counters

Table 3-29 lists the different MAC error counters supported by the device.

Table 3-29. MAC error counters

Counter Name Description

CRC Error Counts the number of packets received with CRC errors that are not fragments.

Illegal Byte Error Counts the number of packets received with an illegal control byte on the XLGMII interface.

Error Byte Counts the number of packets that were received with an error control byte on the XLGMII
interface.

Receive Length Error Counts the number of packets received with error in length field comparison in the 802.3
header.

Receive Undersize Counts the number of packets with good CRC that are smaller than 64 bytes.

Receive Fragment Counts the number of packets with bad CRC that are smaller than 64 bytes

Receive Oversize Counts the number of packet that are larger than the configured max frame size.

MAC Short Packet Discard Counts the number of packets smaller than 32 bytes that were discarded by the MAC layer.

3.2.2 Physical Layer (PHY)

The X710/XXV710/XL710 provides up to four Ethernet MAC ports with integrated PHY interfaces to
connect either directly to the medium (backplane or direct attached twin-axial copper cable assemblies)
or to external PHYs. The X710/XXV710/XL710 Ethernet physical interfaces are multi-rate Medium
Attachment Unit Interfaces (MAUI) that can be configured for operation at 40 Gb/s, 10 Gb/s or 1 Gb/s
link speeds. The X710/XXV710/XL710 supports eight physical high speed SerDes lanes, each capable of
operating at up to 10.3125 GBaud.

The X710/XXV710/XL710 supports auto-negotiation when configured for backplane Ethernet to
automatically select between 1000BASE-KX, 10GBASE-KX4, 10GBASE-KR and 40GBASE-KR4. The
X710/XXV710/XL710 also supports auto-negotiation for operation with 40GBASE-CR4 twin-axial copper
cable assembly. The X710/XXV710/XL710 supports polarity correction on the MAUI interfaces to ease
board routing when using integrated PHYs.
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3.2.2.1 MAC and MAUI port configuration

The X710/XXV710/XL710 supports up to four Ethernet MAC ports and the corresponding MAU / physical
interfaces can be configured to different speeds and protocols as shown in Figure 3-5.

Port O 4L
MAC 0 AU O L
1G/10G/40G
1G/10G/40G 4L /106/
47%
Port 1
aL
MAC 1 Y
MAU 1 4L 1G/10G/40G
1G/10G/40G -
Port 2 1L
MAC 2 -
MAU 2 1L 1G/10G
1G/10G -
Port 3 1L
MAC 3 L e
MAU 3 1G/10G
1G/10G 1L
4#

Note: Figure shows maximum configuration, not all configurations are available in all modes.

Figure 3-5. X710/XXV710/XL710 MAC and MAU interfaces

When in 40 Gb/s mode, the MAUI for port 0 and 1 can be configured for one of the following physical

interfaces:

e A four lane XLAUI interface for connectivity to external 40 GbE PHYs.

e A four lane XLPPI interface for connectivity to 40GBASE-SR4 optical modules.

e A four lane 40GBASE-KR4 interface for direct connectivity to the backplane medium.

e A four lane 40GBASE-CR4 interface for direct connectivity for up to 7 m twin-axial copper cable
assemblies.

When in 10 Gb/s operating mode, the MAUI for each of the Ethernet ports 0 through 3 can be
independently configured for one following physical interfaces:
e A four lane XAUI interface on up to two Ethernet ports for connectivity to external PHYs.

e A four lane 10GBASE-KX4 interface on up to two Ethernet ports for direct connectivity to backplane
medium.

e A single lane 10GBASE-KR interface on up to four Ethernet ports for direct connectivity to
backplane medium.

e Asingle lane SFI interface connectivity to 10GBASE-LR/SR optical modules or for direct connectivity
for up to 7 m twin-axial copper cable assemblies.

When in 1 Gb/s operating mode, the MAUI interface for each of the Ethernet ports 0 through 3 can be
independently configured for one of the following physical interfaces:
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e A single lane 1000BASE-KX interface for direct connectivity to backplane medium.

Table 3-30. Supported electrical modes

Speed Mode PMD Spec

40G XLAUI IEEE 802.3 Clause 83
IEEE 802.3 Annex 83A
IEEE 802.3 Annex 83B

40GBASE-KR4 IEEE 802.3 Clause 84
40GBASE-CR4 IEEE 802.3 Clause 85
10G XAUI IEEE 802.3 Clause 47
10GBASE-KX4 IEEE 802.3 Clause 48

SFI SFF 8431
1G 1000BASE-KX IEEE 802.3 Clause 36
SGMII IEEE 802.3 Clause 36

When any of the Ethernet port is directly connected to the medium (backplane or twin-axial copper
cable assembly) auto-negotiation protocol runs on MAUI lane 0 only, as per the IEEE Clause 73
requirements.

In dual port (four lane per port) configuration (40G/10G/1G: KR/KX4/KX) AN needs to run on lane 0 of
the 4 lanes per port.

In quad port (one lane per port) configuration (10G/1G: KR/KX) AN needs to run on lane 0 of each of
the one lane per port.

Table 3-31 lists the possible speed, interface type and lane configurations supported by the X710/
XXV710/XL710 on Ethernet MAC ports 0 through 3. When Ethernet port 0 or 1 or both are configured to
operate at

40 Gb/s, ports 2, 3 are disabled.

Table 3-31. Port, speed, interface type, and lane configuration

LNum of Rate Per
Port Num Speed Config a;aishm Port Type Config Lane MAU Lanes Used
Direction (GBaud)
Port O 40 Gb/s 4 XLAUI, XLPPI, KR4, CR4 10.3125 LaneO, Lanel, Lane2, Lane3
10 Gb/s 4 XAUI, KX4 3.125 LaneO, Lanel, Lane2, Lane3
10 Gb/s 1 KR, SFI, KX, SGMII 10.3125, Lane0
1 Gb/s 1.25
Port 1 40 Gb/s 4 XLAUI, XLPPI, KR4, CR4 10.3125 LaneO, Lanel, Lane2, Lane3
10 Gb/s 4 XAUI, KX4 3.125 LaneO, Lanel, Lane2, Lane3
10 Gb/s 1 KR, SFI, KX, SGMII 10.3125, Lane0
1 Gb/s 1.25
Port 2 10 Gb/s 1 KR, SFI, KX, SGMII 10.3125, Lane0
1 Gb/s 1.25
Port 3 10 Gb/s 1 KR, SFI, KX, SGMII 10.3125, Lane0
1 Gb/s 1.25
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3.2.2.1.1 MAU logical lanes to physical pin configuration

The X710/XXV710/XL710 supports eight physical SerDes lanes, each capable of operating at up
10.3125 GBaud. The lanes are organized in two groups A and B. The differential output lanes are
named TXA_LO_p/n to TXA_L3_p/n for group A and TXB_LO_p/n to TXB_L3_p/n for group B. The
differential input lanes are named RXA_LO_p/n to RXA_L3_p/n for group A, and RXB_LO_p/n to
RXB_L3_p/n for group B. See Figure 3-6 for a functional block diagram of MAU logical lane to physical
lane mapping. Depending on the X710/XXV710/XL710 port configuration, the MAC ports and
corresponding MAUI lanes can be mapped to the physical lanes in group A or group B to adapt to
different system configurations for blade server applications.

The X710/XXV710/XL710 provides different combinations of logical to physical lane configurations to
enable flexible board routing for blade systems and LOMs, and to enable backward compatibility to
82599 pin out. See Section 3.2.2.2 for logical lane to physical pin mapping for the supported port
configurations.

PIN GROUP A
MAC MAU Group/Lane = :
Selector i A L
Multi-lane . | SERDES | !
MAC 0 PCS 0 POLO : —— RXA_L
012 | L TXA_L
1/10/40G 0 8B/10B or Bgt% [ seroes T
64B/66B | . RXA_L
E SERDES - TXA_L
Multi-lane , ;
MAC 1 PCS 1 IF;%II:? ! —— RXA_L
1/10/40G 8B/108 or P12 ' [ sErpES | TXA_L
64B/66B P1L3 | L Rxa L
PIN GROUP B
MAC 2 PCS 2 Single-lane :—:TXB L
8B/10B or P2L0 | SERDES | | -
1/106G 64B/66B | |
| serpes [T XB-t
! L RXB_L
MAC 3 PCS 3 Single-lane ' | SERDES [ TXB_L
8B/10B or P3LO ; —— RXB_L
1/10G | |
64B/6658 | | SERDES [+ TXB_L
! L RXB_L

1.25/3.125/10.3125 GBd per

Figure 3-6. MAU logical lane to physical lane mapping
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3.2.2.2 Possible port-to-physical lane configurations
for various PHY interfaces

See Table 3-78 for possible port to physical lane configurations allowed by the X710/XXV710/XL710 for
various PHY interfaces for single, dual and quad port configurations.

3.2.2.3 40 Gb/s interfaces

The X710/XXV710/XL710 provides complete functionality to support two 40 Gb/s ports. The device
performs all functions required for transmission and reception as specified in IEEE Std.

The X710/XXV710/XL710 includes a PHY interface (XLAUI) to attach to external physical layer
components, and XLPPI interface for direct connectivity to SR4 optical modules.

The X710/XXV710/XL710 also integrates complete PHY layer functionality for direct connectivity to
backplane medium (KR4) or to copper cable assemblies (CR4).

3.2.2.3.1 XLAUI operating mode

The 40Gb/s Attachment Unit Interface (XLAUI) supports data rates of 40 Gb/s over four differential
pairs in each direction for a total of eight pairs, with each pair operating at 10.3125 Gbaud. XLAUI is
used to connect the X710/XXV710/XL710 to an external 40 GbE PHY device.

3.2.2.3.1.1 XLAUI overview

XLAULI is a full-duplex interface that uses four self-clocked serial differential links in each direction to
achieve 40 Gb/s data throughput. Each serial link operates at 10.3125 Gbaud and carries 64B/66B
encoded data. The 40GBASE-R multi-lane PCS distributes the encoded data on to four lanes, inserts
alignment markers on transmit, and performs lane alignment on receive. Functional and electrical
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specifications of XLAUI can be found in IEEE Clause 83, and Annexes 83A, 83B. The architectural
positioning of XLAUI is shown in Figure 3-7. XLAUI is inserted between the PMA sublayers to enable
chip-to-chip communication.

LAN CSMA/CD LAYERS
Higher Layers
LLC — Logical Link Control or other MAC Client
MAC Control (optional)
MAC
Reconciliation

XLGMII ———

40GBASE-R PCS (64B/66B)
FEC (optional)
PMA (4:4)

XLAUI @ ——

PMA (4:4)
PMD
AN (conditional)

MDI ——>

ﬁ MEDIUM

~
40GBASE-R

D

Figure 3-7. Architectural positioning of XLAUI

The XLAUI interface has the following characteristics:

Independent transmit and receive data paths, four lanes in each direction.
Differential AC coupled signaling with low voltage swing.

Self-timed interface.

Uses 64B/66B coding.

Each lane operates at a signaling rate of 10G.3125 GBaud.

® oo oo

3.2.2.3.1.2 XLAUI electrical characteristics

The XLAUI lane is a low swing AC coupled differential interface using NRZ signaling. AC coupling allows
for inter-operability between components operating at different supply voltages. Differential signal
swings specifications depend on several factors, such as transmitter de-emphasis and transmission line
losses.
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The XLAUI signal paths are point-to-point connections. Each path corresponds to a XLAUI lane and is
comprised of two complementary signals making a balanced differential pair. There are four differential
pairs in each direction for a total of eight pairs, or 16 connections. The electrical characteristics of
XLAUI interface can be found in IEEE Std Annexes 83A, 83B.

3.2.2.3.2 40GBASE-KR4 operating mode

The KR4 operating mode supports data rates of 40 Gb/s over differential controlled impedance copper
traces over improved FR4 PCBs. Data is transferred over four differential pairs in each direction for a
total of eight pairs, with each pair operating at 10.3125 GBaud. The interface is used to connect the
X710/XXV710/XL710 to a KR4 switch port over a backplane (or mid-plane) medium.

KR4 supports Clause 73 auto-negotiation, used for auto configuration of the backplane link to one of
the following modes: KR4, KR, KX4, or KX. Auto-negotiation also supports parallel detect functionality
to auto-detect legacy KX or KX4 PHYs that do not support auto-negotiation (or has disabled auto-
negotiation).

The MAU interface is configured for KR4 operation when auto-negotiation detects a KR4 link partner.
KR4 operation can also be configured through the Set PHY config admin command.

3.2.2.3.2.1 KR4 overview

The 40GBASE-KR4 PMD is defined in IEEE Clause 84. KR4 specifies 40 Gb/s operation over four
differential pairs in each direction for a total of eight pairs, or 16 connections. This system uses the
40GBASE-R PCS and PMA as defined in IEEE Std Clause 82 and Clause 83 with amendments for Clause
73 auto-negotiation. KR4 is a full-duplex interface that uses four self-clocked serial differential links in
each direction to achieve 40 Gb/s data throughput. Each serial link operates at 10.3125 Gbaud to
accommodate both data and overhead. The 40GBASE-R multi-lane PCS provides lane alignment and
lane de-skew capabilities. Figure 3-8 shows the architectural positioning of 40GBASE-KR4. The X710/
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XXV710/XL710 supports Forward Error Correction (FEC) when operating in KR4 mode. FEC can be
enabled through auto-negotiation. FEC provides better link performance that can be used to lower the
BER of the backplane link.

LAN CSMA/CD LAYERS
Higher Layers
LLC — Logical Link Control or other MAC Client
MAC Control (optional)
MAC
Reconciliation

XLGMnH

40GBASE-R PCS (64B/66B)
FEC (optional)
PMA
PMD
AN

MDI ————— >

ﬁ MEDIUM

40GBASE-KR4

D

Copper backplane or
midplane

Figure 3-8. Architectural positioning of 40GBASE-KR4

3.2.2.3.2.2 KR4 electrical characteristics

The KR4 lane is a low swing AC coupled differential interface using NRZ signaling. AC coupling allows for
inter-operability between components operating from at different supply voltages. Low swing
differential signaling provides noise immunity and reduced EMI. Differential signal swings specifications
depend on several factors, such as transmitter pre-equalization and transmission line losses.

The KR signal paths are point-to-point connections. Each path corresponds to a KR lane and is
comprised of two complementary signals making a balanced differential pair. There are four differential
pairs in each direction for a total of eight pairs, or 16 connections.

The 40GBASE-KR4 link requires a nominal 100 Q differential source and load terminations with AC
coupling on the receive side. The signal paths are intended to operate at up to one meter, including two
connectors, over controlled impedance traces on improved FR4 PCBs.
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3.2.2.3.3 40GBASE-CR4 operating mode

The CR4 operating mode supports data rates of 40 Gb/s over up to 7 m of shielded balanced copper
cable assemblies. Data is transferred over four differential pairs in each direction for a total of eight
pairs, with each pair operating at 10.3125 Gbaud. The interface is used to directly connect the X710/
XXV710/XL710 to an edge access switch or an end station through copper cable assembly. CR4
supports Clause 73 auto-negotiation, used for auto configuration of the copper link and to automatically
enable FEC if requested by the LP. The X710/XXV710/XL710 supports the FEC when operating in CR4
mode. FEC can be enabled through auto-negotiation. FEC provides better link performance to lower the
BER of the copper cable medium.

The MAU interface is configured for CR4 operation when auto-negotiation detects a CR4 link partner.
CR4 operation can also be configured through Set PHY config admin command. Clause 73 auto-
negotiation is used for both KR and CR links, hence the firmware should ensure appropriate technology
ability bits are configured in the auto-negotiation base page register based on the system configuration
(backplane based boards or copper cable assembly boards).

3.2.2.3.3.1 CR4 overview

The 40GBASE-CR4 PMD is defined in IEEE Std 802.3ba-2010 Clause 85. CR4 specifies 40 Gb/s
operation over up 7 m of copper cable assemblies with four differential pairs in each direction for a total
of eight pairs, or 16 connections. This system uses the 40GBASE-R PCS and PMA as defined in IEEE
P802.3ba Clause 82 and Clause 83 with amendments for Clause 73 auto-negotiation. CR4 is a full-
duplex interface that uses four self-clocked serial differential links in each direction to achieve 40 Gb/s
data throughput. Each serial link operates at 10.3125 Gbaud to accommodate both data and overhead.
The 40GBASE-R multi-lane PCS provides lane alignment and lane de-skew capabilities. Figure 3-9
shows the architectural positioning of 40GBASE-CR4.
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LAN CSMA/CD LAYERS
Higher Layers
LLC — Logical Link Control or other MAC Client
MAC Control (optional)
MAC
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40GBASE-R PCS (64B/66B)
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PMA
PMD
AN
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Figure 3-9. Architectural positioning of 40GBASE-CR4

3.2.2.3.3.2 CRA4 electrical characteristics

The CR4 lane is a low swing AC coupled differential interface using NRZ signaling. AC coupling allows for
inter-operability between components operating from at different supply voltages. Low swing
differential signaling provides noise immunity and reduced EMI. Differential signal swings specifications
depend on several factors, such as transmitter pre-equalization and transmission line losses.

The CR4 signal paths are point-to-point connections. Each path corresponds to a lane and is comprised
of two complementary signals making a balanced differential pair. There are four differential pairs in
each direction for a total of eight pairs, or 16 connections.

The 40GBASE-CR4 link requires AC coupling on the receive side. The CR4 signal paths are intended for
operation over twin-axial cable assemblies ranging from 0.5 m to 7 m in length. The differential
insertion loss for PCB traces on the board from transmitter to connector is provided in an informative
specification in IEEE Std 802.3ba-2010 Annex 85A.
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3.2.2.3.4 XLPPI operating mode

The 40Gb/s Parallel Physical Interface (XLPPI) supports data rates of 40 Gb/s over four differential pairs
in each direction for a total of eight pairs, with each pair operating at 10.3125 Gbaud. XLPPI is used to
directly connect the X710/XXV710/XL710 to an external 40GBASE-SR4 optical modules. These type of
optical modules do not have clock and data recovery circuits inside the modules. Figure 3-10 shows the
architectural positioning of XLPPI and SR4/LR4 PMD.

LAN CSMA/CD LAYERS
Higher Layers
LLC — Logical Link Control or other MAC Client
MAC Control (optional)
MAC
Reconciliation

XLGMII —————————

40GBASE-R PCS (64B/66B)
FEC (optional)
PMA (4:4)

XLAUI @ ——— »

PMA (4:4)
PMD
AN (conditional)

MplI
<N
ﬁ MEDIUM
N )
N
40GBASE-R

Figure 3-10. Architectural positioning of XLPPI and SR4/LR4 PMD

3.2.2.3.4.1 XLPPI overview

XLPPI is a 40 Gb/s full-duplex non re-timed serial differential link with four lanes in each direction. Each
serial link operates at 10.3125 Gbaud and carries 64B/66B encoded data. The 40GBASE-R multi-lane
PCS distributes the encoded data on to four lanes, inserts alignment markers on transmit, and takes
care of lane alignment on receive. Functional and electrical specifications of XLPPI can be found in IEEE
IEEE Std 802.3ba-2010 Annex 86A. XLPPI is a PMD service interface to enable chip to module
communication for 40GBASE-SR4 optical PMDs.
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3.2.2.4 10 Gb/s interfaces

The X710/XXV710/XL710 provides complete functionality to support up to four 10 Gb/s ports. The
device performs all functions required for transmission and reception defined in the various standards.

A PHY interface is included to attach either to an external PMA or Physical Medium Dependent (PMD)
components.

The X710/XXV710/XL710 enables 10 Gb/s operation compliant to the XAUI, KX4, KR, or SFI
specifications.

3.2.24.1 XAUI operating mode

The 10 Gb/s Attachment Unit Interface (XAUI) supports data rates of 10 Gb/s over four differential
paths in each direction for a total of eight pairs, with each path operating at 3.125 Gb/s. The interface
is used to connect the X710/XXV710/XL710 to an external 10 Gb/s PHY device with a XAUI interface.
XAUI operating mode can be forced by NVM or firmware by setting the relevant bits in the
LINK_CNTL_1 register and disabling auto-negotiation (see Section 3.2.5).

When configured to operate in XAUI mode the X710/XXV710/XL710 supports IEEE 802.3az EEE
operation.

3.2.2.4.1.1 XAUI overview

XAUI is a full-duplex interface that uses four self-clocked serial differential links in each direction to
achieve 10 Gb/s data throughput. Each serial link operates at 3.125 GBaud to accommodate both data
and the overhead associated with 8B/10B coding. The self-clocked nature eliminates skew concerns
between clock and data, and enables a functional reach of up to 50 cm. Conversion between the XGMII
and XAUI interfaces occurs at the XGXS (XAUI Extender Sublayer). Functional and electrical
specifications of XAUI interface can be found in IEEE802.3 clause 47.

The XAUI interface has the following characteristics:

Simple signal mapping to the XGMII.

Independent transmit and receive data paths.

Four lanes conveying the XGMII 32-bit data and control.
Differential signaling with low voltage swing.

Self-timed interface enables jitter control to the PCS.
Using 8B/10B coding.

Figure 3-11 Shows the architectural positioning of XAUI.
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LAN CSMA/CD LAYERS
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Figure 3-11. Architectural positioning of XAUI

3.2.2.4.1.2 XAUI operation

XAUI supports the 10 Gb/s data rate of the XGMII. The 10 Gb/s MAC data stream is converted into four
lanes at the XGMII interface. The byte stream of each lane is 8B/10B encoded by the XGXS for
transmission across the XAUI at a nominal rate of 3.125 GBaud. The XGXS and XAUI at both sides of
the connection (MAC or PHY) can operate on independent clocks.

The following is a list of the major concepts of XGXS and XAUI:

1. The XGMII is organized into four lanes with each lane conveying a data octet or control character on
each edge of the associated clock. The source XGXS converts bytes on an XGMII lane into a self
clocked, serial, 8B/10B encoded data stream. Each of the four XGMII lanes is transmitted across
one of the four XAUI lanes.

2. The source XGXS converts XGMII Idle control characters (inter-frame) into an 8B/10B code
sequence.
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3. The destination XGXS recovers clock and data from each XAUI lane and de-skews the four XAUI
lanes into the single-clock XGMII.

4. The destination XGXS adds to or deletes from the inter-frame gap as needed for clock rate disparity
compensation prior to converting the inter-frame code sequence back into XGMII idle control
characters.

5. The XGXS uses the same code and coding rules as the 10GBASE-X PCS and PMA specified in IEEE
802.3 Clause 48.

3.2.2.4.1.3 XAUI electrical characteristics

The XAUI lane is a low swing AC coupled differential interface using NRZ signaling. AC coupling allows
for inter-operability between components operating at different supply voltages. Low swing differential
signaling provides noise immunity and reduced Electromagnetic Interference (EMI). Differential signal
swings specifications depend on several factors, such as transmitter pre-equalization and transmission
line losses.

The XAUI signal paths are point-to-point connections. Each path corresponds to a XAUI lane and is
comprised of two complementary signals making a balanced differential pair. There are four differential
paths in each direction for a total of eight pairs, or 16 connections. The signal paths are intended to
operate up to approximately 50 cm over controlled impedance traces on standard FR4 Printed Circuit
Boards (PCBs).

3.2.2.4.2 10GBASE-KX4 operating mode

The KX4 interface supports data rates of 10 Gb/s over copper traces in improved FR4 PCBs. Data is
transferred over four differential paths in each direction for a total of eight pairs, with each path
operating at 3.125 Gbaud to support overhead of 8B/10B coding. The interface is used to connect the
X710/XXV710/XL710 to a KX4 switch port over the backplane or to an external 10 GbE PHY device with
a KX4 interface.

The MAUI interface is configured as a KX4 interface while auto-negotiation to a KX4 link partner is
detected. KX4 operation can also be forced by NVM or firmware by setting the relevant bits in the
LINK_CNTL_1 register and disabling auto-negotiation (see Section 3.2.5).

When configured to operate in 10GBASE-KX4 mode the X710/XXV710/XL710 supports IEEE802.3az
EEE operation (see Section 5.3.1 for further information).

3.2.2.4.2.1 KX4 overview

10GBASE-KX4 definition is based on XAUI and specifies 10 Gb/s operation over four differential paths in
each direction for a total of eight pairs, or 16 connections. This system uses the 10GBASE-X PCS and
PMA as defined in IEEE802.3 Clause 48 with amendments for auto-negotiation as specified in
IEEE802.3ap. The 10GBASE-KX4 PMD is defined in IEEE802.3ap Clause 71.

KX4 is a full-duplex interface that uses four self-clocked serial differential links in each direction to
achieve 10 Gb/s data throughput. Each serial link operates at 3.125 Gbaud to accommodate both data
and the overhead associated with 8B/10B coding. The self-clocked nature eliminates skew concerns
between clock and data, and enables a functional reach of up to one meter.

Figure 3-12 shows the architectural positioning of 10GBASE-KX4.
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Figure 3-12. Architectural positioning of 10GBASE-KX4

3.2.2.4.2.2 KX4 electrical characteristics

The KX4 lane is a low swing AC coupled differential interface using NRZ signaling. AC coupling allows for
inter-operability between components operating at different supply voltages. Low swing differential
signaling provides noise immunity and reduced EMI. Differential signal swings specifications depend on
several factors, such as transmitter pre-equalization and transmission line losses.

The KX4 signal paths are point-to-point connections. Each path corresponds to a KX4 lane and is
comprised of two complementary signals making a balanced differential pair. There are four differential
paths in each direction for a total of eight pairs, or 16 connections. The signal paths are intended to
operate up to approximately one meter over controlled impedance traces on improved FR4 PCBs.

3.2.2.4.3 10GBASE-KR operating mode

The KR interface supports data rates of 10 Gb/s over copper traces in improved FR4 PCBs. Data is
transferred over a single differential path in each direction for a total of two pairs, with each path
operating at 10.3125 Gbaud £+ 100 ppm to support overhead of 64B/66B coding. The interface is used
to connect the X710/XXV710/XL710 to a KR switch port over the backplane.
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The MAUI interface is configured as a KR interface while auto-negotiation to a KR link partner is
detected. KR operation can also be forced by NVM or firmware by setting the relevant bits in the
LINK_CNTL_1 register and disabling auto-negotiation (see Section 3.2.5). When in 10GBASE-KR
operating mode, MAUI lane 0 is used for receive and transmit activity while lanes 1 to 3 of the MAUI
interface are powered down.

When configured to operate in 10GBASE-KR mode the X710/XXV710/XL710 supports IEEE802.3az EEE
operation (see Section 5.3.1 for further information).

3.2.2.4.3.1 KR overview

10GBASE-KR definition enables 10 Gb/s operation over a single differential path in each direction for a
total of two pairs, or four connections. This system uses the 10GBASE-KR PCS as defined in IEEE802.3
Clause 49 with amendments for auto-negotiation specified in IEEE Std 802.3ap and 10 Gigabit PMA as
defined in IEEE Std 802.3 Clause 51. The 10GBASE-KR PMD is defined in IEEE802.3ap Clause 72. The
10GBASE-KR PHY includes 10GBASE-KR FEC, as defined in IEEE Std 802.3ap Clause 74. FEC support is
optional and is negotiated between Link partners during auto-negotiation as defined in IEEE Std
802.3ap Clause 73. Activating FEC improves link quality (2dB coding gain) by enabling correction of up
to 11 bit-burst errors.

KR is a full-duplex interface that uses a single self-clocked serial differential link in each direction to
achieve 10 Gb/s data throughput. The serial link transfers scrambled data at 10.3125 Gbaud to
accommodate both data and the overhead associated with 64B/66B coding. The self-clocked nature
eliminates skew concerns between clock and data, and enables a functional reach of up to one meter.

Following initialization and auto-negotiation 10GBASE-KR defines a start-up protocol, where link
partners exchange continuous fixed length training frames using differential Manchester Encoding
(DME) at a signaling rate equal to one quarter of the 10GBASE-KR signaling rate. This protocol
facilitates timing recovery and receive equalization while also providing a mechanism through which the
receiver can tune the transmit equalizer to optimize performance over the backplane interconnect.
Successful completion of the start-up protocol enables transmission of data between the link partners.

Figure 3-13 shows the architectural positioning of 10GBASE-KR.



®
l n t e l Ethernet Controller X710/XXV710/XL710 — Interconnects

LAN CSMA/CD LAYERS
Higher Layers
LLC — Logical Link Control or other MAC Client
MAC Control (optional)
MAC
Reconciliation

XGMII

10GBASE-R PCS (64B/66B)
FEC (optional)
PMA
PMD
AN

MDI >

ﬁ MEDIUM

\/
10GBASE-KR

Figure 3-13. Architectural positioning of 10GBASE-KR

3.2.2.4.3.2 KR electrical characteristics

The KR lane is a low swing AC coupled differential interface using NRZ signaling. AC coupling allows for
inter-operability between components operating from at different supply voltages. Low swing
differential signaling provides noise immunity and improved reduced EMI. Differential signal swings
defined specifications depend on several factors, such as transmitter pre-equalization and transmission
line losses.

The KR signal paths are point-to-point connections. Each path corresponds to a KR lane and is
comprised of two complementary signals making a balanced differential pair. There is a single
differential path in each direction for a total of two pairs, or four connections.

The 10GBASE-KR link requires a nominal 100 Q differential source and load terminations with AC
coupling on the receive side as shown in Figure 3-14. The signal paths are intended to operate up to
approximately one meter, including two connectors, over controlled impedance traces on improved FR4
PCBs.
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3.2.2.4.3.3 KR Reverse Polarity

The X710/XXV710/XL710 supports reverse polarity of the KR transmit and receive lanes. It is enabled
by NVM settings in the Core 0/1 Analog Configuration Modules.

3.2.2.4.4 SFI operating mode

The MAUI interface is configured as SFI by the NVM or firmware by setting the relevant bits in the
LINK_CNTL_1 register and disabling auto-negotiation (see Section 3.2.5). When in SFI operating mode,
only the operation of the X710/XXV710/XL710 Analog Front End (AFE) is modified, while the rest of the
X710/XXV710/XL710 logic and circuitry operates similar to 10GBASE-KR.

When configured to operate in SFI mode, the X710/XXV710/XL710 supports IEEE 802.3az EEE
operation.

3.2.2.4.4.1 SFI overview

SFI definition enables 10 Gb/s operation over a single differential path in each direction for a total of
two pairs, or four connections. When in SFI operating mode the X710/XXV710/XL710 uses the
10GBASE-R PCS and 10 Gigabit PMA as defined in IEEE802.3 Clause 49 and 51, respectively. The SFI is
defined in the SFP+ MSA.

SFI is a full-duplex interface that uses a single self-clocked serial differential link in each direction to
achieve 10 Gb/s data throughput. The serial link transfers scrambled data at 10.3125 GBaud to
accommodate both data and the overhead associated with 64B/66B coding. The self-clocked nature
eliminates skew concerns between clock and data.
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3.2.2.4.4.2 SFI electrical characteristics

The SFI lane is a low swing AC coupled differential interface using NRZ signaling. AC coupling allows for
inter-operability between components operating from at different supply voltages. Low swing
differential signaling provides noise immunity and improved reduced EMI. Differential signal swings
defined specifications depend on several factors, such as transmitter pre-equalization and transmission
line losses.

The SFI signal paths are point-to-point connections. Each path corresponds to a SFI lane and is
comprised of two complementary signals making a balanced differential pair. There is a single
differential path in each direction for a total of two pairs, or four connections. The signal paths are
intended to operate on FR4 PCBs.

SFI interface typically operates over 200 mm of improved FR4 material or up to about 150 mm of
standard FR4 with one connector. The electrical interface is based on high speed low voltage AC coupled
logic with a nominal differential impedance of 100 Q. The SFI link requires nominal 100 Q differential
source and load terminations on both the host board and the module. The SFI terminations provide
both differential and common mode termination to effectively absorb differential and common mode
noise and reflections. All SFI transmitters and receivers are AC coupled. SFP+ modules incorporate
blocking capacitors on all SFI lines. Figure 3-15 shows a high level diagram of a board with a SFP+
module.

Connector
D c,. G » SFP+ Module
] ="
Host EQ[ < Zﬁ’ﬂ
ASIC/SerDes  SFI : Caps Driver
Pre- B Bt A —
emphasis == | /_‘ 7
P LA B'L E _TZ ;»"’
Host Board

Figure 3-15. Host board with SFP+ module

3.2.2.5 1 Gb/s interface

The X710/XXV710/XL710 provides complete support for up to two 1 Gb/s port implementations. The
device performs all functions required for transmission and reception defined by the different
standards.

A lower-layer PHY interface is included to attach either to external PMA or PMD components.

When operating in 1 Gb/s operation mode, the X710/XXV710/XL710 uses Lane 0 of the XAUI interface
for 1 Gb/s operation while the other three XAUI lanes are powered down.
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The X710/XXV710/XL710 enables 1 Gb/s operation compliant with the KX, BX or SGMII specifications
by programming the appropriate bits in the LINK_CNTL_1 register.

3.2.2.5.1 1000BASE-KX operating mode

The MAUI interface, when operating as a KX interface, supports data rates of 1 Gb/s over copper traces
on improved FR4 PCBs. Data is transferred over a single differential path in each direction for a total of
two pairs (Lane 0 of MAUI interface and Lanes 1 to 3 powered down), with each path operating at 1.25
Gbaud to support overhead of 8B/10B coding. The interface is used to connect the X710/XXV710/
XL710 to a KX compliant switch port over the backplane or to KX compliant 1 Gb/s PHY device. In the
event of auto-negotiation defined in IEEE802.3ap clause 73 ending with 1 Gb/s as the HCD, the MAUI
interface is configured as a KX interface. KX operating mode can also be forced by NVM or firmware by
setting the relevant bits in the LINK_CNTL_1 register and disabling auto-negotiation (see

Section 3.2.5).

3.2.2.5.1.1 KX overview

1000BASE-KX extends the family of 1000BASE-X PHY signaling systems. KX specifies operation at 1
Gb/s over two differential, controlled impedance pairs of traces (one pair for transmit, one pair for
receive). This system uses the 1000BASE-X PCS and PMA as defined in IEEE802.3 Clause 36 together
with the amendments placed in IEEE802.3ap. The 1000BASE-KX PMD is defined in IEEE802.3ap Clause
70.

KX is a full-duplex interface that uses a single serial differential link in each direction to achieve 1 Gb/s
data throughput. Each serial link operates at 1.25 GBaud to accommodate both data and the overhead
associated with 8B/10B coding. The self-clocked nature eliminates skew concerns between clock and
data, and enables a functional reach of up to one meter. The X710/XXV710/XL710 also supports IEEE
802.3az EEE operation when configured to operate in 1000BASE-KX mode (see Section 5.3.1 for
further information).

Figure 3-16 shows the architecture positioning of 1000BASE-KX.
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Figure 3-16. Architectural positioning of 1000BASE-KX

3.2.2.5.1.2 KX electrical characteristics

The KX lane is a low swing AC coupled differential interface using NRZ signaling. AC coupling allows for
inter-operability between components operating from at different supply voltages. Low swing
differential signaling provides noise immunity and improved reduced EMI. Differential signal swings
defined specifications depend on several factors, such as transmitter pre-equalization and transmission
line losses.

The KX signal paths are point-to-point connections. Each path corresponds to a KX lane and is
comprised of two complementary signals making a balanced differential pair. There is one differential
path in each direction for a total of two pairs, or four connections. The signal paths are intended to
operate up to approximately one meter over controlled impedance traces on improved FR4 PCBs.

3.2.2.5.2 SGMII support

The X710/XXV710/XL710 supports 1 Gb/s operation using the SGMII protocol over the KX electrical
interface (AC coupling, no source synchronous Tx clock, etc.).
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3.2.2.5.2.1 SGMII overview

SGMII interface supported by the X710/XXV710/XL710 enables operation at 1 Gb/s over two
differential, controlled impedance pairs of traces (one pair for transmit, one pair for receive). When
operating in SGMII, the MAUI interface uses the 1000BASE-X PCS and PMA as defined in IEEE802.3
Clause 36 and the 1000BASE-KX PMD as defined in IEEE802.3ap Clause 70 or the 1000BASE-BX as
defined in the PCIMG 3.1 standard. In SGMII operating mode, the MAUI interface can support data
rates of 1 Gb/s. The X710/XXV710/XL710 also supports IEEE 802.3az EEE operation when configured
to operate in SGMII mode.

SGMII, supported by the X710/XXV710/XL710, is a full-duplex interface that uses a single serial
differential link in each direction to achieve 1 Gb/s data throughput. Each serial link operates at 1.25
GBaud to accommodate both data and the overhead associated with 8B/10B coding. The self-clocked
nature eliminates skew concerns between clock and data.

SGMII control information, as listed in Table 3-32 is transferred from the PHY to the MAC to signal
change of link speed (1 Gb/s). This is achieved by using the auto-negotiation functionality defined in
Clause 37 of the IEEE Specification 802.3z. Instead of the ability advertisement, the PHY sends the
control information via its tx_config_reg[15:0] as listed in Table 3-32 each time the link speed
information changes. Upon receiving control information, the MAC acknowledges the update of the
control information by asserting bit 14 of its tx_config_reg[15:0] as listed in Table 3-32. Compared to
the definition in IEEE802.3 clause 37, the link_timer inside the auto-negotiation has been changed from
10 ms to 1.6 ms to ensure a prompt update of the link status.

Table 3-32. SGMII link control information

Nu?rllfaer TX_CONFIG_REG[15:0] Sent From PHY to MAC TX_CONFIG_REG[15:0] Sent From MAC to PHY
15 Link: Ob = Reserved for future use.
1b = link up.
Ob = link down.
14 Reserved for auto-negotiation acknowledge as 1b.
specified in 802.3z
13 Ob: Reserved for future use Ob = Reserved for future use.
12 Duplex mode: 0b = Reserved for future use.

1b = full duplex.
Ob = half duplex.

11:10 Speed: Bit 11, 10: 00b = Reserved for future use.
11b = Reserved.
10b = 1000 Mb/s: 1000BASE-TX.
01b = Reserved.
00b = Reserved.

9 EEE: 0b = Reserved for future use.
1b = EEE is supported for 100BASE-TX and 1GBASE-
T operation
Ob = EEE is not supported.

8:1 0x0 = Reserved for future use. 0x0= Reserved for future use.
1b. 1b.

121



| ®
l n te l ) Ethernet Controller X710/XXV710/XL710 — Interconnects

3.2.3 Link management interfaces

The X710/XXV710/XL710 supports either MDIO or I2C interfaces for control plane connection between
the MAC (master side) and external PHY devices. The MDIO or I2C interface enables both MAC and
firmware access to the PHY for monitor and control of PHY functionality. The X710/XXV710/XL710 MDIO
is compliant with the IEEE Std 802.3 Clause as well as IEEE Std 802.3 Clause 22 frame formats and
register address space for accessing legacy PHY devices. The X710/XXV710/XL710 I2C is compliant
with the I2C bus specification.

The X710/XXV710/XL710 supports up to four management interfaces (one per port) to control external
PHYs devices. Depending on the PHY type to manage, the management interface can be configured for
either MDIO or 2-wire management interface (I12C). Section 3.2.3.2. The configuration is done through
control bits in the NVM.

Section 3.2.3.1 includes the details on the MDIO interface. Section 3.2.3.2 includes the details on the
12C interface.

In order to manage multi-port PHYs, and I12C/MDIO interface can be configured to control a quad port
PHY or two I2C/MDIO interfaces can be configured for controlling dual port PHYs. The PHY configuration
registers for each port are mapped into the respective 12C/MDIO address space. The X710/XXV710/
XL710 provides hardware acceleration of MDIO access over the 2-wire management interface. The
device driver manages the external devices using the Admin commands (see Section 3.2.5).

The software device driver does not have direct access to the MDIO bus except for diagnostic purposes.
Firmware performs direct access to the MDIO interface for reading and writing to the PHY device as
described in the text that follows.

Figure 3-1 shows the basic connectivity between the MAC and an external PHY/module.
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"~ 12c_____ \ Optical Module Cable/Fiber
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Status/Control

MAUI3

i
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12 Optical Module Cable/Fiber
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Figure 3-17. Basic PHY/module connectivity
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3.2.3.1 MDIO interface

The MDIO interface is a simple 2-wire serial interface between MAC and PHY and is used to access
Control and Status registers inside the PHY. The interface is implemented using two 3.3V I/0Os:

1. MDC — MDIO-interface clock signal driven by a MAC (STA) device.
2. MDIO — Read/write data between MAC and PHY.

3.2.3.1.1 MDIO timing relationship to MDC

The MDC clock toggles during a read/write operation at a fixed clock frequency of 2.441 MHz.

MDIO is a bidirectional signal that can be sourced by the Station Management Entity (STA) or the PHY.
When the STA sources the MDIO signal, the STA must provide a minimum of 10 ns of setup time and a
minimum of 10 ns of hold time referenced to the rising edge of MDC, as shown in Figure 3-18
(measured at the MII connector).

\ \ Vm{mm}
MDC - Vitfmas)
AN W7 Vingmin)
MDIO y
F7AS FASS iljmax)
10 ns MIN — lE—
o le— 10 ns MIN

Figure 3-18. MDIO timing sourced by the MAC

When the MDIO signal is sourced by the PHY, it is sampled by the MAC (STA) synchronously with
respect to the rising edge of MDC. The clock to output delay from the PHY, as measured at the MII
connector, must be a minimum of 0 ns, and a maximum of 300 ns, as shown in Figure 3-19.

Iu" / Mingming
MDC \ ,"" Ull{ma.t}
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Figure 3-19. MDIO timing sourced by the PHY
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3.2.3.1.2 IEEE Std 802.3 Clause 22 and Clause 45 differences

IEEE Std 802.3 Clause 45 provides the ability to access additional device registers while still retaining

logical compatibility with interface defined in Clause 22. Clause 22 specifies the MDIO frame format and
uses an ST code of 01 to access registers. In Clause 45, additional registers are added to the address

space by defining MDIO frames that use a ST code of 00.

Clause 45 (MDIO interface) major concepts:

a. Preserve management frame structure defined in IEEE 802.3 Clause 22.
b. Define mechanism to address more registers than specified in IEEE802.3 Clause 22.
c. Define ST and OP codes to identify and control the extended access functions.

3.2.3.1.3 MDIO management frame structure

The MDIO interface frame structure defined in IEEE802.3 Clause 22 and Clause 45 are compatible that
the two systems supporting different formats can co-exist on the same MDIO bus. The X710/XXV710/
XL710 supports both frame structures to enable interfacing PHYs that support either protocol.

The basic frame format as defined in IEEE802.3 Clause 22 can optionally be used for accessing legacy
PHY registers is listed in Table 3-33.

Table 3-33. Clause 22 basic MDIO frame format

Management Frame Fields

Frame Pre ST oP PRTAD REGAD TA Data Idle
Read 1...1 01 10 PPPPP RRRRR Z0 DDDDDDDDDDDDDDDD
Write 1...1 01 01 PPPPP RRRRR 10 DDDDDDDDDDDDDDDD

The MDIO interface defined in Clause 45 uses indirect addressing to create an extended address space
enabling access to a large number of registers within each MDIO Managed Device (MMD). The MDIO
management frame format is listed in Table 3-34.

Table 3-34. Clause 45 indirect addressing MDIO frame format

Management Frame Fields
Frame Pre ST oP PRTAD DEVAD TA Address / Data Idle
Address 1...1 00 00 PPPPP EEEEE 10 AAAAAAAAAAAAAAAA z
Write 1...1 00 01 PPPPP EEEEE 10 DDDDDDDDDDDDDDDD z
Read 1...1 00 11 PPPPP EEEEE Z0 DDDDDDDDDDDDDDDD z
Z(()jzt—Read Increment 1...1 00 10 PPPPP EEEEE Z0 DDDDDDDDDDDDDDDD z
ress

To support clause 45 indirect addressing each MMD (PHY — MDIO managed device) implements a 16-
bit address register that stores the address of the register to be accessed by data transaction frames.
The address register must be overwritten by address frames. At power up or device reset, the contents
of the address register are undefined. Write, read, and post-read-increment-address frames must
access the register whose address is stored in the address register. Write and read frames must not
modify the contents of the address register. Upon receiving a post-read-increment-address frame and
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having completed the read operation, the MMD increments the Address register by one (up to a value of
OXFFFF). Each MMD supported implements a separate address register, that the MMD's address
registers operate independently of one another.

Idle Condition (IDLE) — The IDLE condition on MDIO is a high-impedance state. All three state
drivers must be disabled and the PHY's pull-up resistor pulls the MDIO line to a logic one.

Preamble (PRE) — At the beginning of each transaction, the station management entity must send a
sequence of 32 contiguous consecutive one bits on MDIO with 32 corresponding cycles on MDC to
provide the PHY with a pattern that it can use to establish synchronization. A PHY must observe a
sequence of 32 contiguous consecutive one bits on MDIO with 32 corresponding cycles on MDC before it
responds to any transaction.

Start of Frame (ST) — The ST is indicated by:
e <00> pattern for clause 45 compatible frames for indirect access cycles.
e <01> pattern for clause 22 compatible frames for direct access cycles.

These patterns ensure a transition from the default value of one on the MDIO signal, and identifies the
start of frame.

Operation Code (OP) — The OP field indicates the type of transaction being performed by the frame.
For Clause 45 compatible frames:

e A <00> pattern indicates that the frame payload contains the address of the register to access.

e A <01> pattern indicates that the frame payload contains data to be written to the register whose
address was provided in the previous address frame.

e A <11> pattern indicates that the frame is an indirect read operation.
e A <10> pattern indicates that the frame is an indirect post-read-increment-address operation.

For Clause 22 compatible frames:

e A <10> pattern indicates a direct read transaction from a register.
e A <01> pattern indicates a direct write transaction to a register.

Port Address (PRTAD) — The PRTAD is five bits, allowing 32 unique PHY port addresses. The first
PRTAD bit to be transmitted and received is the MSB of the address. A station management entity must
have prior knowledge of the appropriate port address for each port to which it is attached, whether
connected to a single port or to multiple ports.

Device Address (DEVAD) — The DEVAD is five bits, allowing 32 unique MMDs per port. The first
DEVAD bit transmitted and received is the MSB of the address. This field is relevant only in clause 45
compatible frames (ST=<00>).

Register Address (REGAD) — The REGAD is five bits, allowing 32 individual registers to be addressed
within each PHY. The first REGAD bit transmitted and received is the MSB of the address. This field is
relevant only in clause 22 compatible frames (ST=<01>).

Turnaround (TA) — The TA time is a 2-bit time spacing between the DEVAD field and the Data field of
a management frame. This is to avoid contention during a read transaction. For a read or post-read-
increment-address transaction, both the STA and the PHY must remain in a high-impedance state for
the first bit time of the TA. The PHY must drive a zero bit during the second bit time of the TA of a read
or post read-increment-address transaction. During a write or address transaction, the STA must drive
a one bit for the first bit time of the TA and a zero bit for the second bit time of the TA. Figure 3-20
shows the behavior of the MDIO signal during the TA field of a read transaction.
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Figure 3-20. Behavior of MDIO during TA field of a read transaction

e Clause 45 compatible frames have 16-bit address/data fields. For an auto-negation address cycle, it
contains the address of the register to be accessed on the next cycle. For the data cycle of a write
frame, the field contains the data to be written to the register. For a read or post-read-increment-
address frame, the field contains the contents of the register. The first bit transmitted and received
must be bit 15.

e Clause 22 compatible frames have 16-bit data fields. The first data bit transmitted and received
must be bit 15 of the register being addressed.

3.2.3.1.4 MDIO direct access

The software device driver manages the PHYs using the Admin commands (See Section 3.2.5). The
device driver does not have direct access to the MDIO bus except for diagnostic purposes. Firmware
performs direct access to the MDIO interface for reading and writing to the PHYs as described in the
following paragraphs.

The MDI is accessed through registers GLGEN_MSCA and GLGEN_MSRWD. A single management frame
is sent by setting bit GLGEN_MSCA.MDICMD to 1b after programming the appropriate fields in the
MSCA and MSRWD registers. The GLGEN_MSCA.MDICMD bit is auto cleared after the read or write
transaction completes. To execute Clause 22 format write operations, the following steps should be
done:

1. Data to be written is programmed in field GLGEN_MSRWD.MDIWRDATA.

2. Register GLGEN_MSCA is initialized with the appropriate control information (start, code, etc.) with
bit GLGEN_MSCA.MDICMD set to 1b.

3. Wait for bit GLGEN_MSCA.MDICMD to reset to Ob when indicating that the transaction on the MDIO
interface is complete.

The steps for Clause 22 format read operations are identical to the write operation except that the data
in field GLGEN_MSRWD.MDIWRDATA is ignored and the data read from the external device is stored in
register field GLGEN_MSRWD.MDIRDDATA bits. Clause 45 format read/write operations must be
performed in two steps. The address portion of the pair of frames is sent by setting register field
GLGEN_MSCA.MDIADD to the desired address, field GLGEN_MSCA.STCODE to 00b (start code that
identifies Clause 45 format), and register field GLGEN_MSCA.OPCODE to 00b (Clause 45 address
register write operation). A second data frame must be sent after the address frame completes. This
second frame executes the write or read operation to the address specified in the PHY address register.
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3.2.3.2 I2C - 2-wire management interface engine

The I2C interface operates via the GLGEN_I2CCMD and GLGEN_I2CPARAMS register set. Software
should not write to this register set when the interface is allocated to the firmware unless the Set PHY
Debug command is used to disable firmware link management.

The I2C interface can be used in two methods, a hardware based access, where the device initiates a
transaction following a software device driver or firmware request via the GLGEN_I2CCMD register or a
software-controlled bit banging using the GLGEN_I2CPARAMS register.

3.2.3.2.1 Hardware-based I2C access

The following flows should be used to access an I2C register.
As part of device initialization, or anytime before the actual access, the following parameters should be
set:

e GLGEN_I2CPARAMS.PHYADD — the address of the device to access.

o GLGEN_I2CPARAMS.ACCESS_WIDTH — the width of the data to read or write (byte or word).

Note: The GLGEN_I2CPARAMS register should not be modified during an I2C transaction.

To execute a write access, the following steps should be done:
1. Check that register is ready: Poll GLGEN_I2CCMD.R bit until it is read as 1b.

2. Command — The GLGEN_I2CCMD register is initialized with the appropriate PHY register address in
the REGADD field, the data to write in the DATA field and the operation (write) to the OP field (0b).

a. If an interrupt is required, set the GLGEN_I2CCMD.I field.
3. Check that command is done: Poll GLGEN_I2CCMD.R bit until it is read as 1b.
a. Check that no error is indicated in the GLGEN_I2CCMD.E field.

To execute a read access, the following steps should be done:
1. Check that register is ready: Poll GLGEN_I2CCMD.R bit until it is read as 1b.

2. Command — The GLGEN_I2CCMD register is initialized with the appropriate PHY register address in
the REGADD field, and the operation (read) to the OP field (1b).

a. If an interrupt is required, set the GLGEN_I2CCMD.]I field.

3. Check that command is done: Poll GLGEN_I2CCMD.R bit until it is read as 1b.
a. Check that no error is indicated in the GLGEN_I2CCMD.E field.

4. Read the data returned from the GLGEN_I2CCMD.DATA field. If a byte access is done
(GLGEN_I2CPARAMS.ACCESS_WIDTH = 0), only DATA[7:0] is valid.

See Section 3.2.3.2.3 for the I2C commands supported when using the built-in read and write
commands. All the transactions uses a clock of 100 KHz. When using the bit bang method any
command can be given to the I2C device.
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3.2.3.2.2 Bit bang based I2C access

In this mode, the software device driver or the firmware controls the I2C interface directly using the
GLGEN_I2CPARAMS register as listed in the following table.

Pad Field Controlling Output Field Reflecting Input Field Controlling Output Enable
Value Value Value
SDPx_2 (I2C clock) CLK_OUT CLK_IN CLK_OE_N
SDPx_3 (I2C data) DATA_OUT DATA_IN DATA_OE_N

1. Ob = Pad is output. 1b = Pad is input.

3.2.3.2.3 Supported commands

Note: The gray columns in the tables that follow denote cycles driven by the I2C device. White
columns denotes cycles driven by the X710/XXV710/XL710.

When a word Read command (GLGEN_I2CPARAMS.ACCESS_WIDTH = 1b, GLGEN_I2CCMD.OP =1b) is
given the following sequence is done by the X710/XXV710/XL710:

Table 3-35. I2C read transaction - dummy write

1 7 1 1 8 1

S Device Address Wr A Register Address A

0 From 0

From GLGEN_I2CCMD.PHYADD | O GLGEN_I2CCMD.REGADD

Table 3-36. I2C read transaction - word read

1 |7 1 1 |8 1 |8 1 |1
S Device Address Rd A Data A Data A P
From . .
Stored in Stored in
OLGEN_I2CPARAMS.PHYA | 1 0 | GLGEN 12ccMD.DATA[7:0] | © | GLGEN_12CcCMD.DATA[15:8] | ©

Note: When GLGEN_I2CPARAMS.I2C_BYTE_ORDER field is set, the read data is considered as a 16-
bit word. Thus, the first byte read is stored in GLGEN_I2CCMD.DATA[15:8] and the second
byte read is stored in GLGEN_I2CCMD.DATA[7:0].

When a byte Read command (GLGEN_I2CPARAMS.ACCESS_WIDTH = 0b, GLGEN_I2CCMD.OP =1b) is
given the following sequence is done by the X710/XXV710/XL710:

Table 3-37. I2C read transaction - dummy write

1 7 1 1 8 1

S Device Address Wr A Register Address A
From 0 0 From 0
GLGEN_I2CPARAMS.PHYADD GLGEN_I2CCMD.REGADD
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Table 3-38. I2C read transaction - byte read

1 7 1 1 8 1 1
S Device Address Rd A Data A P
From .
Stored in
SLGEN_IZCPARAMS.PHYAD 1 0 GLGEN_I2CCMD. DATA[7:0] 0

When a word Write command (GLGEN_I2CPARAMS.ACCESS_WIDTH = 1b, GLGEN_I2CCMD.OP =0b) is
given the following sequence is done by the X710/XXV710/XL710:

Table 3.1. I2C write transaction - word write

1 7 1 8 1 8 1 |8 1 1

S Device Address Wr Register Address A Data A Data A P
From From From in From in
GLGEN_I2CPARAMS.PHY | O GLGEN_I2CCMD.R | 0O GLGEN_I2CCMD.D 0 GLGEN_I2CCMD.D | 0
ADD EGADD ATA[7:0] ATA[15:8]

Note: When GLGEN_I2CPARAMS.I12C_BYTE_ORDER field is set, the data written is considered as a
16-bit word. Thus, the first byte written is taken from GLGEN_I2CCMD.DATA[15:8] and the
second byte written is taken from GLGEN_I2CCMD.DATA[7:0].

When a byte Write command (GLGEN_I2CPARAMS.ACCESS_WIDTH = Ob, GLGEN_I2CCMD.OP =0b) is
given the following sequence is done by the X710/XXV710/XL710:

Table 3.2. I2C write transaction - byte write

1 7 1 8 1 |8 1 1

S Device Address Wr Register Address A Data A P
From From From in
GLGEN_I2CPARAMS.PHYAD | O GLGEN_I2CCMD.R | 0O GLGEN_I2CCMD.D | 0
D EGADD ATA[7:0]

3.2.3.3 Link management topologies

The X710/XXV710/XL710 supports MDIO and a 2-wire management interface (I2C) for connectivity to
external modules, re-timers and PHYs. For example, SFP+ or QSFP+ optical and direct attached copper
PHYs.

The X710/XXV710/XL710 supports up to four management interfaces (one per port) to control external
PHY devices. Depending on the PHY type to manage these can be configured for either MDIO or 2-wire
management interface (see Section 3.2.3.1 for details on MDIO interface and Section 3.2.3.2 for details
on I2C interface). The configuration is done through control bits in the NVM.

Figure 3-1 and Figure 3-2 show the basic examples of connectivity between the MAC and an external
module.
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MAUIO
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> Port PHY
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Figure 3-1. Basic example of module connectivity
MAUIO
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MAUI3
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12C0 > QSFP+

| ’ Cable/Optical

Cable/Optical

Figure 3-2. Basic example of module connectivity
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The X710/XXV710/XL710 provides hardware acceleration of I12C accesses over the 2-wire management
interface. The device driver manages the external modules using the Admin commands (see Link
Configuration Admin Commands). The device driver does not have direct access to the I°C bus except
for diagnostic purposes. Firmware performs direct access to I2C interface for reading and writing to the
PHY modules.

The I2C bus is accessed through registers GLGEN_I2CCMD and GLGEN_I2CPARAMS. I2C accesses
through the hardware controller can be done through the GLGEN_I2CCMD register. I2C accesses can
also be performed using bit banging through GLGEN_I2CPARAMS register if needed. Firmware can
execute 12C write/read operations by writing to the I2C command register. The status of I°C cycle
completion can be performed by reading the GLGEN_I2CCMD register. Refer to the steps that follow to
appropriately set the fields:

1. IC register address is placed in GLGEN_I2CCMD.DEVADD field.

PHY address is placed in GLGEN_I2CCMD.PHYADD field (typically this is 0XxAO or 0xA2 for modules).
Command for read or write operation is placed in the GLGEN_I2CCMD.OP field.

For a write operation, data to be written is placed in the GLGEN_I2CCMD.DATA field.

Successful completion of a write or read operation is indicated by the X710/XXV710/XL710 through
Ready bit (GLGEN_I2CCMD.R). A read error is indicated if GLGEN_I2CCMD.E bit is set along with
GLGEN_I2CCMD.R.

6. For a read operation, data can be read from GLGEN_I2CCMD.DATA field when the Ready
(GLGEN_I2CCMD.R) bit is set.

7. Areset sequence can be sent to the I°C bus before the actual write/read operation when
GLGEN_I2CCMD.Reset bit is set.

ik

3.2.3.4 External PHY management connectivity

The X710/XXV710/XL710 has designated 22 GPIO pins as SDPs for use with ports 0 through 3, as listed
in Section 2.2.6.2. This section describes the use of SDP pins for managing external PHYs and optical/
copper modules. Firmware controls the SDP pins when used for specific hardware functions for PHY
management. The software device driver uses Admin commands (see Link Configuration Admin
Commands) to configure and manage the PHYs; the software device driver does not directly access the
SDP pins except for diagnostic purposes.

Table 3-39 lists the recommended configurations for connecting the X710/XXV710/XL710 SDPs, MDIO/
I2C pins to external PHYs or optical/copper modules. The configurations include connectivity to QSFP+
modules, SFP+ modules and 10GBASE-T PHYs.

Any of the SDP pins configured as an input for dedicated hardware functions can be configured to
trigger an interrupt to the firmware. The firmware in turn reads the appropriate PHY status registers
(through MDC or I2C interfaces) and might post an event and provide necessary status information to
the software device driver through Admin commands (see Section 3.2.5).
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Table 3-39. Example for SDP, MDIO and I2C ports usage for SFP+ and QSFP+ modules

:3:‘: Pin Name GPION Index SFP+ QSFP+ 10GBASE-T Copper PHY
SDP0_0 GPIO4 Rx_LOS IntL PhyInt
SDPO_1 GPIOS Tx_Fault Resetl PHYRst
SDP0O_2 GPIO6 Mod_ABS ModPrsL TxDisable
0 SDPO_3 GPIO7 RSO/RS11 LPMode
SDP2_07 GPIO12 ModSelL?3
MDIOO0_SDAO SDA SDA MDIO*
MDCO_SCLO scL SCL MDC
SDP1_0 GPIOS Rx_LOS IntL PhyInt*
SDP1_1 GPIO9 Tx_Fault ResetlL PHYRst>®
SDP1_2 GPIO10 Mod_ABS ModPrsL TxDisable?
1 SDP1_3 GPIO11 RSO/RS1 LPMode
SDP_2_12 GPIO13 ModSell 2 3
MDIO1_SDA1 SDA SDA MDIO
MDC1_SCL1 SCL SCL MDC
SDP2_0 GPIO12 Rx_LOS PhylInt
SDP2_1 GPIO13 Tx_Fault PHYRst
) SDP2_2 GPIO14 Mod_ABS TxDisable
SDP2_3 GPIO15 RSO/RS1
MDIO2_SDA2 SDA MDIO
MDC2_SCL2 ScL MDC
SDP3_0 GPIO16 Rx_LOS PhyInt
SDP3_1 GPIO17 Tx_Fault PHYRst
3 SDP3_2 GPIO18 Mod_ABS TxDisable
SDP3_3 GPIO19 RSO/RS1
MDIO3_SDA3 SDA MDIO
MDC3_SCL3 SCL MDC

1. Typical SFP+ modules provide software or hardware control of TX_Disable and Rate Select (RS0/RS1) inputs. If software control
is used, the TX_Disable and RS0/RS1 bits can be accessed through the I2C interface. If hardware control is used for rate
selection, inputs RSO and RS1 are tied together and connected to the same SDP output.

2. ModSelL is module select pin, acts like chip select for a shared I2C interface. In 40 Gb/s mode with QSFP+ module option,
SDP2_0 is configured to be associated with Port 0 and SDP2_1 is configured to be associated with port 1. The ModSelL pin of
QSFP module can be directly connected to GND when the I12C interface of QSFP module is not shared. In this case the SDP2_0/1
pin is not connected to QSFP module.

3.  Although ModSelL connectivity is supported by the X710/XXV710/XL710 it is not recommended to share the management
interface between two QSFP+ modules.

4. In multi-port PHYs, one MDIO interface can be shared to manage multiple ports

5. In multi-port PHYs, for example, there might not be separate pins per port for PHY reset, PHY interrupt, or Tx disable; in such
cases, software/firmware might use the MDIO interface to access the PHY control/status registers of multiple portsThe X710/
XXV710/XL710 needs to be configured as per the actual system configuration.

Table 3-40 provides additional information about the SDPs used for managing external PHYs and
modules, their GPIO pin configuration and behavior during reset and power down state (D3) without
management.
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Table 3-40. SDP assigned signals/pin configuration
i P GPIO Pin Default Values at
Signal Description Configuration (Reset, D3 no Wol and no MNG)?
RX_LOS, RX_LOS high and RX_LOS_N low indicate SDP: Input Input, no change.
RX_LOS_N insufficient optical power for reliable signal (Interrupt)
reception.
LASI, INTR_L INTR_L or Link Alarm Status Interrupt (LASI) — SDP: Input Input, no change.
when low, indicates possible module operational (Interrupt)
fault or a status critical to the host system.
RS0/RS1 drive Short-circuit protected. SDP: Output Output, autonomous high or tri-state
with pull-up.
RSO/RS1 sense Directly connected input. SDP: Input Input, no change.
MOD_ABS When low, indicates SFP+ module is present; SDP: Input Input, no change.
when high, indicates that the module is absent (Interrupt)
TX_DISABLE When TX_DISABLE is asserted high, optical SDP: Output Output, no change. In order to
module transmitter is turned off. minimize PHY power software should
drive the SDP to high or set to input
while populating a pull-up.
TX_FAULT When high, indicates that the module transmitter | SDP: Input Input, no change.
has detected a fault condition related to laser (Interrupt)
operation or safety.
RESERVED Reserved Reserved
RESET_N When low, XENPAK, X2 or XPAK optical module is | SDP: Output Output, no change. In order to
reset. minimize PHY power software should
drive the SDP to low or set to input
while populating a pull-down.
RESET When high, the copper PHY is reset. SDP: Output Output, autonomous high or tri-state
with pull-up.
TX_DIS When TX_DIS is asserted high, optical module SDP: Output Output, autonomous high or tri-state
transmitter is turned off. with pull-up.
TX ON/OFF 1b = Transmitter on. SDP: Output Output, autonomous low or tri-state
Ob = Transmitter off. with pull-down.
MOD_DET_N Inverted mode detect. SDP: Input Input, no change.
(Interrupt)
TS_SDPX Time sync support pins, can be used as event in or | According to Tri-state during reset. No change in
event out. programmed D3. External pull-up / pull-down as
functionality required by the system designer.
MOD_NR When high, indicates that the module has detected | SDP: Input Input, no change.
a condition that renders transmitter and or (Interrupt)
receiver data invalid.
IntL When Low, QSFP+ module interrupt. Read status | SDP: Input Input, no change
of interrupt over 12C (Interrupt)
ModPrsL When Low, indicates QSFP+ module is present; SDP: Input Input, no change
when high, indicates that the module is absent (Interrupt)
ResetL When Low, resets the QSFP+ module to default SDP: Output Output, line is pulled high in module.
LPMode Controls the QSFP+ module power modes SDP: Output Output, line is pulled high in module
ModSelL When Low, I2C access to module is enabled, else SDP: Output Output, PHY software to drive the line
12C access is disabled. low for access through I2C interface.
FAN_Status Optional health indication of the fan. SDP: Input Input, no change.
(Interrupt)

1. Use GLGEN_GPIO_CTL.OUT_CTL to control the default output (tri-state or driven high) during reset or D3 power state.
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3.2.3.4.1 Transceiver module support

The X710/XXV710/XL710 MAUI interface with additional usage of low speed interface pins (SDP, I12C

and MDIO I/0s) supports a connection to transceiver modules compliant with the following Multi Source
Agreements (MSAs):

XENPAK — A cooperation agreement for 10 Gigabit Ethernet Transceiver package Rev 3.0

X2 — A cooperation agreement for a small Versatile 10 Gigabit Ethernet Transceiver package Rev
2.0b

XPAK — A cooperation agreement for a small form factor pluggable 10 Gigabit Ethernet Transceiver
package Rev 2.2

SFP+ — SFF-8431 Specifications for Enhanced 8.5 and 10 Gigabit Small Form Factor Pluggable
Module SFP+ rev 1.0

QSFP+ — SFF 8436 Rev 3.4 specifications for quad small form factor pluggable module (used for 40
GbE and 4 x 10 GbE)

QSFP28 — SFF-8665 4X Pluggable Transceiver Solution

3.2.3.4.2 X710/XXV710/XL710 SFP+ connectivity scheme
Connections shown are needed per SFP+
LAN SFP+ module
Controller
TXA_LO_p p-TD+
TXA_LO_n -
Port O - > TD
SERDES RXA_LO_p |- RD+
RXA_LO_n - RD-
MDIO or MDCO0/ pSCL
12C MDIOO/ |« »SDL
SDPO_0 = Rx_LOS
SDPO_1 |- Tx_Fault
Software SDP0_2 | Mod_ABS
definable SDPO_3 | RSO
p-| RS1

Figure 3-3. X710/XXV710/XL710 SDP connections to SFP+ module
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3.2.4 Link configuration

The X710/XXV710/XL710 network interface meets industry specifications for:

e 40 Gb/s:
— XLAUI (IEEE Std 802.3ba-2010, Annex 83A, 83B)
— XLPPI (IEEE Std 802.3ba-2010 Annex 86A)
— 40GBASE-KR4 (IEEE Std 802.3ba-2010, 40 Gb/s backplane Ethernet specification)
— 40GBASE-CR4 (IEEE Std 802.3ba-2010, 40 Gb/s twin-axial copper cable assembly
specification)
e 10 Gb/s:
— XAUI (IEEE 802.3ae and IEEE 802.3az)
— SFI (SFF-8431 Specifications for Enhanced 8.5 and 10 Gigabit Small Form Factor Pluggable
Module SFP+)
e 10 Gb/s backplane:
— Ethernet 10GBASE-KX4 (IEEE 802.3ap and IEEE 802.3az)
— Ethernet 10GBASE-KR (IEEE 802.3ap and IEEE 802.3az)
e 1 Gb/s backplane:
— Ethernet 1000BASE-KX (IEEE 802.3ap and IEEE 802.3az)

— SFI (SFF-8431 Specifications for Enhanced 8.5 and 10 Gigabit Small Form Factor Pluggable
Module SFP+)

The MAU interface and the respective SerDes/AFE is configured at start up to support the appropriate
protocol as a function of the negotiation process and pre-defined control bits that are either loaded
from the NVM or configured by firmware.

3.2.4.1 Firmware link management

In the X710/XXV710/XL710 all link configurations are performed by firmware. At POR firmware
initializes the link and then provides a set of Admin commands, described in Section 3.2.5, to allow for
software device drivers’ modifications of the link parameters and configurations. In the X710/XXV710/
XL710, all access to the link configurations is performed using the Admin commands and software
device drivers do not directly access the MAC, PHY or SDP settings. This is required in order to provide
the software device driver with an API like interface to the MAC, PHY and SDP registers.

Link initialization by firmware includes reading the initial configuration from the NVM, reading the PHY
type connected to the link and programming appropriate values to the MAC and PHY registers to bring
up the link. Note that there is an L2 switch connected between the Ethernet port and the PHY in order
to bring up the link. See the detailed flow in Section 3.2.4.1.1 for more information.

The firmware also provides services to the device driver by providing status of the link, modifying the
link configuration, and re-initializing the link if requested by the software device driver.

3.2.4.1.1 Link setup flow

The X710/XXV710/XL710 interface is configured at start up by firmware (before the device driver is
loaded) in the following manner:

1. Firmware reads default settings from the NVM per port.
2. Firmware reads GPIO, MDC/I2C settings pre-loaded by hardware from the NVM.
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3. If link is setup for backplane connectivity:
. Firmware programs the internal PHY registers and restarts the auto-negotiation process.
e Firmware waits for link to be established.

e Based on resulting speed and parameters (EEE, FC) firmware configures other blocks in the
X710/XXV710/XL710.

4. If link is setup for module connectivity:
e Firmware verifies that the connected module is a qualified module (when enabled).

e Based on module type, optical or direct attach, firmware configures the PCS registers and
the re-timer (when applicable).

e  Firmware restarts the link setup.
5. If link is setup for BASE-T PHY connectivity (external PHY):
e Firmware verifies that the connected PHY is valid.
e  Firmware programs external PHY’s registers.
e Firmware restarts the auto-negotiation process on the BASE-T interface.

e When link is established, firmware programs the internal MAC-PHY interface according to
the negotiated speed and parameters (EEE, FC) as well as other relevant blocks in the
device.

e Firmware generates a LSE if enabled.

Note: If link synchronization is not successful, firmware does not report link-up and continuously
polls link indications while waiting for link to be established.

If module or PHY qualification is enabled and connected device is not found in the qualified
list, firmware stops the link setup process and reports event to software.

3.2.4.1.2 MAC link setup and auto-negotiation

Link speed and link characteristics can be determined through static configuration, parallel detection,
auto-negotiation or forced operation for diagnostic purposes. The auto-negotiation processes is defined
in IEEE802.3 Clause 73 and IEEE802.3 Clause 37 and enables detection of link speed and other
parameters.

3.2.4.1.2.1 Auto-negotiation for backplane Ethernet and direct
attached copper cable assembly (IEEE 802.3 Clause 73)

Auto-negotiation provides the link partners the capability to advertise and detect the modes of
operation supported at the other end of the link, determine common abilities, and configure for joint
operation.

Auto-negotiation for the backplane Ethernet and 40 Gb/s direct attach copper cable assembly is
specified by IEEE 802.3, Clause 73.

Auto-negotiation defined in IEEE Clause 73 enables automatic link detection and setup for the following
PHYs:

e 40GBASE-KR4
e 40GBASE-CR4
e 10GBASE-KR and KX4

Auto-negotiation also includes support for parallel detection of 1000BASE-KX and 10GBASE-KX4 legacy
links that don’t implement Clause 73 auto-negotiation.

The X710/XXV710/XL710 supports transmitting and receiving extended base page and next page auto-
negotiation frames.
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3.2.4.1.3 Next Page (NP) support

NP support in the X710/XXV710/XL710 is compliant with IEEE Clause 73.

The X710/XXV710/XL710 acts as receiver of NP each time the link partner needs to transmit NP data
through the KX/KX4/KR4/CR4 auto-negotiation process.

The X710/XXV710/XL710 supports transmitting configurable NP. It transmits a NP each time the auto-
negotiation arbitration state machine is required to go through the NP handshake.
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3.2.4.1.4 Auto-negotiation selection

Link speed and link characteristics can be determined through static configuration or auto-negotiation
depending on the type of link being used. Firmware selects to enable or disable auto-negotiation
according to the link mode as listed in Table 3-41.

Table 3-41. Auto-negotiation selection

Link Mode Auto-negotiation Specification
Backplane (KX/KX4/KR/KR4) Enable IEEE Clause 73
External optical module (like SFP+ or QSFP+) Disable N/A
1 GbE optical or BASE-T SFP module Enable IEEE Clause 37
40 GbE direct attach (CR4) Enable IEEE Clause 73
BASE-T Enable N/A
SGMII IEEE Clause 37
3.2.4.1.4.1 Link establish vs. fault status

If remote fault is set, firmware waits a pre-defined time-out (5 seconds) before restarting the PCS
(auto-negotiation state machine) without changing the PCS configuration (preserving all link
parameters: PHY type, link speed, LFC...).

Initiate the link establish state machine that might change PHY settings only if the local fault exceeds
its time-out.

3.2.4.1.4.2 Auto-negotiation and next page dilemma

This section describes the flow addressing a non-specification compliant link partner that does not
support next pages. Such a scenario might happen while attempting to establish link via auto-
negotiation with next page against a Pass-Through Module (PTM) that supports KR-10 GbE without next
pages.

Table 3-42 lists the Link Establishment State Machine (LESM) that overcomes the previous case. The
LESM avoids an infinite wait for next pages (if not supported) by an attempt to establish link without
next page dependent features like EEE. Note that this option is not activated if EEE is disabled by the
NVM, software or manageability.
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Table 3-42. LESM States

LESM State

Description

Initialization

Power up the PHY.

Restart the PHY auto-negotiation with all supported protocols including next page dependent
features.

Wait LP Connected

Sample the hardware auto-negotiation state machine every ~30 ms.

Wait until a link partner is connected and responding via auto-negotiation protocol by verifying
that the hardware auto-negotiation state is operating in the ABILITIY_DETECT states.

Try AN With NP

Power down the PHY for 1/2 second

Restart auto-negotiation with all supported protocols including next page dependent features
(advertise EEE).

Wait 2 seconds for auto-negotiation to complete with MAC link up.

Try AN Without NP

Power down the PHY for 1/2 second.
Restart auto-negotiation without next page dependent features.
Wait 2 seconds for auto-negotiation to complete with MAC link up.

Monitor MAC Link

Restart the PHY hardware auto-negotiation state machine every 5 seconds in case the MAC link is
down with remote faults. The PCS configuration remains, thus keeping link parameters. PHY link
is up.

Restart firmware’s link state machine in case the MAC link is up with local fault for more than 5
seconds. PHY link is down.

Table 3-43. LESM transitions

LESM Transition

0

0| N| OO 1| b

Description

One of the following:

1. Power on.

2. New hardware setup configuration.
3. Firmware reset.

4. Host reconfigure link.

Initialization completed automatically.

Hardware auto-negotiation state machine is in one of the ABILITY DETECT states (LP does not respond to
auto-negotiation protocol).

Hardware auto-negotiation state machine is in one of the "ABILITY DETECT" states (LP is connected and
responding to auto-negotiation protocol).

Auto-negotiation completed successfully with MAC link set up.
Auto-negotiation did not complete within 2 seconds.

Auto-negotiation completed successfully with MAC link is up without EEE.
Auto-negotiation did not complete within 2 seconds.

One of the following:

1. Mac link is up.

2. MAC link is down with remote fault set.

3. MAC link is down with local fault set for less than 2 seconds

Mac link is down with local fault for at least 2 seconds.
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Figure 3-4. Link power management state diagram

3.2.4.1.5 Auto-negotiation with KX4 legacy devices
This section describes the flow for addressing KX4 legacy devices that can establish link only when all
four lanes are active, using the X710/XXV710/XL710 AN73 state-machine.

A Link Establishment State Machine (LESM), integrated inside the firmware link management flow,
needs to be enabled in NVM (the LESM Enable flag in the LESM global Configurations word) when
handling AN73 enabled interfaces to overcome the previous case. The LESM with all its transitions is
described in the Table 3-44 and the flow chart in Figure 3-5.

It is pre-defined in the NVM which LESM states are enabled and time-out of each state.
At least one of 10G-KX4 and 1G-KX states should be enabled for the LESM to be enabled.
For a state to be enabled, both speed and PHY type must be enabled by NVM/SW/MNG, last applied.
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Table 3-44. LESM states with KX4 legacy devices

LESM State

Description

Start

e Enable/disable LESM states according to NVM settings and active configuration.

e Enable LESM only if both KX and KX4 states are enabled by the NVM and by active
configuration.

e Decides on first LESM state to run (AN73, KX4, KX).

e Load 10 GbE counter.

e Run LESM.

10G/1G AN73

This is the default state where firmware attempts to establish link based on the Clause 73
AutoNeg (AN73) flow.

Firmware configures hardware to advertise 10G-KR, 10G-KX4 or 1G-KX based on supported
capabilities.

10G-KX4 Firmware attempts to establish a 10G-KX4 link using parallel detect.
1G-KX Firmware attempts to establish a 1G-KX link.
Done Link is established, do nothing.
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Figure 3-5. LESM states with KX4 Legacy devices
3.2.4.1.6 25 GbE Link Establishment State Machines

3.2.4.1.6.1 25 GbE SFP LESM

When establishing a 25 GbE link over SFP modules, the following issues might complicate the flow:

1. Some switches and link partners don't support auto-negotiation at 25 GbE link speed (CR) or don't
support a standard FEC mode as required by specifications.
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2. Some SFP28 modules also support a 10 GbE link so a 10 GbE link should be enabled when using
these modules.

A 25 GbE LESM is implemented in firmware. In 25 GbE SFP mode, when the firmware identifies an
external SFP28 module as a 25 GbE direct-attach module (CR-L/CRS/ CR-N) or a 25 GbE optical module
(SR/LR), firmware implements the states listed in Table 3-45.

If the Rx Calibration Mode NVM field is 10b, each of the three 25G AUI states includes two rounds of
alternation between fixed CTLE coefficients and calibration before moving on to the next state. In this
case, the actual time spent in the state is 2 * (state_timeout + Timeout Fixed CTLE).

Table 3-45. 25 GbE SFP LESM States

25 GbE SFP LESM State Description

25G-AN Firmware attempts to establish a link based on the Clause 73 auto-negotiation flow.

25G-AUI-No-FEC Firmware attempts to establish a 25 GbE link without auto-negotiation and without FEC.

25G-AUI-FC-FEC Firmware attempts to establish a 25 GbE link without auto-negotiation and with FC-FEC
(FireCode/KR-FEC).

25G-AUI-RS-FEC Firmware attempts to establish a 25 GbE link without auto-negotiation and with RS-FEC
(Reed-Solomon).

10G-SFI Firmware attempts to establish a 10 GbE SFI link without auto-negotiation.

Table 3-46 lists the valid states for each module type. Invalid states are skipped.

Table 3-46 25 GbE SFP LESM Valid States per Module Type

Cable Type 25G-AN 25G-AUI-No-FEC! 25G-AUI-FC-FEC2 25G-AUI-RS-FEC3 10G-SFI
SFP+ (10G) DA X
25G-CA-N X X X X
25G-CA-S X X X X
25G-CA-L X X X X
25G-SR X X X X
25G-LR X X X X

1.  When AutoFEC is disabled, this state is valid only if the both FC-FEC and RS-FEC ability bits are Ob.
2. When AutoFEC is disabled, this state is valid only if the FC-FEC ability bit is 1b.
3.  When AutoFEC is disabled, this state is valid only if the RS-FEC ability bit is 1b.

The state transitions are shown in Figure 3-6:
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Figure 3-6. 25 GbE SFP LESM Diagram

Firmware remains in the initial state as long as there is no link partner connected and starts to run the
LESM when a link partner is connected.

Firmware saves the last-known-state where a link was established and makes this state a start point for
the next time the LESM is initiated. This state information is reset to the default on EMPR.

The state-machine defines the following timeouts:

Table 3-47 25 GbE SFP LESM Timeouts

Timeout Description Value [seconds]

Timeout_AN This value indicates the maximum time to be in 25G-AN Set by NVM1L
state, waiting for link to be established.

Timeout_25G_RS This value indicates the maximum time to be in 25G-AUI Set by NvM!
RS-FEC state, waiting for link to be established.
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Table 3-47 25 GbE SFP LESM Timeouts

Timeout Description Value [seconds]

Timeout_25G_FC This value indicates the maximum time to be in 25G-AUI | Set by NVM
FC-FEC state, waiting for link to be established.

Timeout_25G_N This value indicates the maximum time to be in 25G-AUI | Set by NVML
No-FEC state, waiting for link to be established.

Timeout_10G This value indicates the maximum time to be in 10G-SFI Set by NVM
state, waiting for link to be established.

1. If this is the initial state, the timeout is calculated as Timeout_25G_FC + Timeout_25G_N + 500ms.

The Get/Set 25G LESM Debug commands can be used to observe and/or modify the LESM functionality.

3.2.4.1.6.1.1 25 GbE Backplane LESM

In 25 GbE backplane mode, firmware implements the 25 GbE backplane LESM, consisting of the states
defined in Table 3-48.

Table 3-48. 25 GbE Backplane LESM States

LESM State Description

25G-AN Firmware attempts to establish a link based on the Clause 73 auto-negotiation flow. 25G-KR/
KRS (both IEEE and Consortium AN) / 10 GbE KR / 1 GbE KX are advertised.

25G-AUI (RS-FEC / FC-FEC / No- Same as the 25 GbE SFP LESM - Firmware attempts to establish a 25 GbE link without auto-

FEC) negotiation and with the relevant FEC configuration.

10 GbE SFI Same as the 25 GbE SFP LESM - Firmware attempts to establish a 10 GbE link without auto-
negotiation.

1 GbE Firmware attempts to establish a 1 GbE link without auto-negotiation.

25G-AN (no next page) Firmware attempts to establish a 25 GbE link with auto-negotiation, but won't advertise

anything in next page.

The state transitions are shown in Figure 3-7:
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Figure 3-7. 25 GbE Backplane LESM Diagram

The Get/Set 25G LESM Debug commands can be used to observe and/or modify the LESM functionality.

3.2.4.2 External PHY power mode control

This section describes the flow that the X710/XXV710/XL710 executes controlling the power mode of
external modules, and in addition the possible power modes of each external PHY/module (QSFP+
module and BASE-T PHYs). The flow should be executed in the following cases:

e Power on
e A module is plugged in
¢ Host modifies the QSFP Power Mode setting
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3.2.4.2.1 QSFP+ modules

According to SFF-8436 that defines QSFP+ module transceivers, by default every module starts in low
power mode (1.5 W max) even when a higher power mode is necessary (such as LR4) for full
functionality.

The X710/XXV710/XL710 sets the proper power mode in the module for full functionality and protect
the host against accidental power overload. When a QSFP+ is shared between multiple 10 GbE ports, a
single PF might disable the link for all connected PFs (depending on the power mode settings).

3.2.4.2.1.1 QSFP+ power modes
The SFF-8436 defines four power classes that are set in the module's EEPROM in the Extended
Identifier section or page 0x00, byte 129 bits 6-7

e 00b: Power Class 1 Module (1.5 W max power consumption)
e 01b: Power Class 2 Module (2.0 W max power consumption)
e 10b: Power Class 3 Module (2.5 W max power consumption)
e 11b: Power Class 4 Module (3.5 W max power consumption)
Modules are fully functional in low power mode if module belongs to power class 1.

Power class 2, 3, 4 modules are only fully functional in high power mode.

3.2.4.2.1.2 QSFP+ power management flow

1. Read the QSFP+ module power class from Extended Identifier bits (Page 0x00, byte 129 bits 6-7).
2. If the module's power class is not class 1 (high power module):

a. If <System Low Power ability> = high power, then set the module to high power.

b. Else, set the module to low power and disable the link.

3.2.4.2.2 Base-T PHY modules

Low power mode is a way to place the disable the link and reduce power consumption.

3.2.4.2.2.1 Base-T power modes

In order to set the power mode, the X710/XXV710/XL710 should use one of the following controls:

e The LPMode pin (SDP) if this is connected
e Power_overide and Power_set bits (Address 0xAQ, byte 93 bits 0,1)
Table 3-49 lists the low and high power configurations.

Table 3-49. LESM states with KX4 Legacy devices

LPMODE PIN Power_Overide Bit Power_Set Bit Module Power Allowed

1 0 (default) X Low power
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Table 3-49. LESM states with KX4 Legacy devices
LPMODE PIN Power_Overide Bit Power_Set Bit Module Power Allowed
0 0 (default) X High power
X 1 1 Low power
X 1 0 High power
3.2.4.2.2.2 BASE-T power management flow

1. If [(<System Low Power Ability> = high power) or (BASE-T PHY doesn't support low power)]:
a. Set the PHY to high power mode -> link is enabled.

2. Else if (<System Low Power Ability> = low power):
a. Set the PHY to low power mode -> link is disabled.

3.2.5 Link configuration admin commands

The X710/XXV710/XL710 supports the following Admin commands for configuring and managing the
link. Software should use the Admin commands to configure the link. This includes configuring the MAC
and internal/external PHY devices. The firmware provides link configuration and status services to the

device driver based on these Admin commands.

Software can use the Get Link Status command to find out the actual status of the link.

Table 3-50. Link configuration admin commands (0x06xx)
Command Opcode Description Detailed Description
Set PHY Config 0x0601 Set various PHY configuration parameters on port. Section 3.2.5.1.1
Set MAC Config 0x603 Set various MAC configuration parameters on the port. | Section 3.2.5.1.2
Setup Link and Restart! 0x0605 Sets up the link and restarts link auto-negotiation. Section 3.2.5.1.3
AN This operation could bring down the link. This
command needs to be executed for other set link
parameters to take effect on the link.
Get PHY Abilities 0x0600 Get various PHY abilities supported on the port. Section 3.2.5.1.4
Get Link Status 0x0607 Get link status of the port and of the function in MFP Section 3.2.5.1.5
mode).
Link Status Event 0x0607 Firmware sends this asynchronous event notification to | Section 3.2.5.1.6
software when there is a change in status in any of the
event causing conditions (such as link up/down or
other link error conditions).
Set Event Mask 0x0613 Sets event mask. Software can mask some or all of the | Section 3.2.5.1.7
link status event causing conditions.
Set Loopback Modes 0x618 Sets various MAC/PHY loopback link modes. Section 3.2.5.1.8
Set PHY Register 0x628 Write to internal or external PHY register. Section 3.2.5.1.9
Get PHY Register 0x629 Read from internal or external PHY register. Section 3.2.5.1.10
Set 25 GbE LESM Debug | 0x62A Set 25 GbE LESM parameters. Section 3.2.5.1.11
Get 25 GbE LESM Debug | 0x62B Get 25 GbE LESM parameters. Section 3.2.5.1.12
The following Admin commands can be used by software for diagnostic and maintenance purposes.
Typically these commands are not needed for normal runtime operations.
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1. In SFP mode, the Setup link and restart auto-negotiation command needs to be executed by the device driver in order for any
other change in link parameters to take effect on the link. This operation could disrupt the link since the link state may toggle
while the link is re-initialized with the new parameters.

3.2.5.1 Link configuration commands

This section provides a detailed description of the link configuration Admin commands and its structure.

3.2.5.1.1 Set PHY config

This command is used by the device driver to set the various PHY configuration parameters supported
on the port.

This is a Direct command. The set PHY command parameters data structure is placed in the descriptor.

Note: This command must be followed by the Setup link and restart auto-negotiation command in
order for any changes to the link parameters to actually take place.
Table 3-51. Set PHY config command (opcode: 0x0601)
Name Bytes.Bits Value Remarks
Flags 1:0 0x0 See Table 7-200 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0x0 Must be 0b, value is ignored.
Return value/VFID | 6-7 Return value. Zeroed by device driver. Written by firmware.
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Set PHY Config 16-31 See Table 3- 16-byte data structure that holds the set PHY config command parameters
52 listed in Table 3-52.

Table 3-52 lists the data structure of the set PHY config command parameters such as PHY type, PHY
1D, speed ability, pause ability, etc.
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Table 3-52. Set PHY config command data structure

Name Bytes.Bits Value Remarks

PHY Type 0-3 PHY type PHY type supported on port.

One bit per PHY type. The X710/XXV710/XL710 might be capable of
supporting multiple PHY types. The following parameter indicates the bit
number.

00 = SGMII

01 = 1000BASE-KX.
02 = 10GBASE-KX4.
03 = 10GBASE-KR.

04 = 40GBASE-KR4.

05 = XAUI.

06 = Reserved.
07 = SFI.

08 = XLAUL.
09 = XLPPI.

10 = 40GBASE-CR4 (used with 40 Gb/s QSFP+ direct attach copper).
11 = 10GBASE-CR1 (used with 4x10 Gb/s QSFP+ direct attach copper).
17 = 100BASE-TX.

18 = 1000BASE-T.

19 = 10GBASE-T.

20 = 10GBASE-SR (10 Gb/s SFP+ SR optical module).

21 = 10GBASE-LR (10 Gb/s SFP+ LR optical module).

22 = 10GBASE-SFP+Cu (direct attach copper).

23 = 10GBASE-CR1 (4x10 Gb/s QSFP+ CR over direct attach copper).
24 = 40GBASE-CR4 (40 Gb/s QSFP+ CR over direct attach copper).
25 = 40GBASE-SR4 (40 Gb/s QSFP+ SR optical module).

26 = 40GBASE-LR4 (40 Gb/s QSFP+ LR optical module).

27 = Reserved.

28 = Reserved.

29 = 1000BASE-T optical.

30 = Other bits - Reserved, Must be zero.

This parameter is used by the device driver to set the various PHY types’
configuration parameters to be supported on the port. The port can be
configured for a subset of the actual PHY types available on the port. The
actual PHY types available are read by the device driver using Set PHY
config command.

When auto-negotiation is enabled, the X710/XXV710/XL710 negotiates
and selects one of the PHY types enabled.

When auto-negotiation is disabled, this field should enable only a single
value and then the X710/XXV710/XL710 is forced to operate in that
selected mode.

Link Speed 4 Link speed Set link speed on port, only one operational speed is set by the device
driver.
Bit 4.1 = Reserved.

Bit 4.2 = 1 Gb/s.

Bit 4.3 = 10 Gb/s.

Bit 4.4 = 40 Gb/s.

Bit 4.5 = Reserved.

Bit 4.6 = 25 Gb/s.

Other bits - Reserved, Must be zero.

This parameter is used by the device driver to set the operational link
speed of the port. The X710/XXV710/XL710 might have the ability to
support multiple link speeds on the same port that can be found using the
Get PHY ability command (see Section 3.2.5.1.4). One of the link speeds
can be enabled due to the result of auto-negotiation. This command can
be used by the device driver to manually set the link speed when auto-
negotiation is disabled.
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Set PHY config command data structure (Continued)

Name

Bytes.Bits

Value

Remarks

Pause ability

5.0:5.1

Pause ability

5.0 set to 1b to enable IEEE 802.3x Tx link pause ability, or set to Ob to
disable pause ability.

5.1 set to 1b to enable IEEE 802.3x Rx link pause ability, or set to Ob to
disable pause ability.

Auto-negotiation might have be restarted for this configuration to take
effect over the link.

This parameter is used by the device driver to set the IEEE 802.3x pause
ability of the port. The X710/XXV710/XL710’s pause ability can be read by
using the Get link status or Get PHY abilities commands. The device driver
might disable the IEEE 802.3x link pause ability using this command. If
the link is already up and configured, the device driver needs to restart
auto-negotiation, the updated pause ability could be advertised to the link
partner in order for the setting to take effect on the link.

Low power
ability

5.2

Low power mode

1 = Low power mode.

0 = High power mode BASE-T. This is ignored if the NVM loaded <Low
Power Ability> = high power.

QSFP+ = This is ignored if the NVM loaded <low power ability> = Low
power.

e When QSFP+ is shared between multiple ports: Firmware sets the
power mode based on the setting of the first (lower power number)
port in the group and ignore the settings of the other ports in the
group.

e The setting of low power ability by one PF automatically changes the
low power ability of all PFs sharing the QSFP+. This might result in link
loss on all ports.

e Firmware identifies which ports are sharing a QSFP+ by looking at the
ModPresL SDP and seeing that it is shared between multiple ports.

Enable Link

5.3

Enable link

Set to 1b to enable the link.
Set to Ob to disable the link.

Device driver should not force link down when port is being used for
manageability or WoL.

Reserved

5.4

Reserved

Enable Atomic
Link Update

5.5

Enable atomic link
update

When this field is set to 1b, firmware automatically executes the Setup link
and restart auto-negotiation command following this command.

When this field is set to Ob the device driver maintains the responsibility
for sending the Setup link and restart auto-negotiation command.

When automatic link update is enabled, the device driver should be aware
that a link change event may occur following the Set PHY config command.

Reserved

5.6:5.7

Reserved

Reserved, Must be zero.

EEE capability
enable

6-7

EEE capability

Sets EEE capability for each PHY type supported on the port.

One bit per PHY type. The X710/XXV710/XL710 might be capable of
supporting multiple PHY types. The following parameter indicates the bit
number. Ignores values for unsupported PHY types.

Bit 6.1 = EEE is enabled for 100BASE-TX.
Bit 6.2 = EEE is enabled for 1000BASE-T.
Bit 6.3 = EEE is enabled for 10GBASE-T.
Bit 6.4 = EEE is enabled for 1000BASE-KX.
Bit 6.5 = EEE is enabled for 10GBASE-KX4.
Other bits = Reserved, Must be zero.

This command is used by the device driver to enable the EEE capability of
various PHY types supported on the port. The EEE capability of the X710/
XXV710/XL710 can be read by the Get PHY abilities command (see
Section 3.2.4.1.1). The device driver might set EEE capability for a subset
of PHY types supported by the X710/XXV710/XL710.

EEER

8-11

EEER value

Value to program the EEER register.

Low power
Control

12

D3cold LPAN

D3cold LPAN.

Bit 12.0 = Set to Ob to disable D3cold low power auto-negotiation.
Bit 12.0 = Set to 1b to enable D3cold low power auto-negotiation.
Other bits = Reserved, Must be zero.
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Table 3-52. Set PHY config command data structure (Continued)

Name Bytes.Bits Value Remarks
PHY Type 13 PHY Type Extension This is an extension to the PHY Type field and provides additional PHY
Extension types, one bit per PHY Type.

0 = 25GBASE-KR.
1 = 25GBASE-CR.
2 = 25GBASE-SR.
3 = 25GBASE-LR.

4 = 25G-AOC.
5 = 25G-ACC.
FC-FEC Ability 14.0 FC-FEC Ability 0b = FC-FEC Disabled.

1b = FC-FEC Enabled.

Note: This field is only used for 25 Gb/s operation.
RS-FEC Ability 14.1 RS-FEC Ability Ob = RS-FEC disabled.

1b = RS-FEC enabled.

Note: This field is only used for 25 Gb/s operation.
FC-FEC Request | 14.2 FC-FEC Request 0b = Do not request FC-FEC.

1b = Request FC-FEC.

Note: This field is only used for 25 Gb/s operation.

RS-FEC 14.3 RS-FEC Request Ob = Do not request RS-FEC.
Request 1b = Request RS-FEC.
Note: This field is only used for 25 Gb/s operation.
Enable Auto 14.4 Enable Auto FEC Ob = Auto-FEC disabled.
FEC Mode Mode 1b = Auto-FEC enabled.

Note: This field is only used for 25 Gb/s operation.

Reserved 14.5-15 Reserved Must be set o 0x0, value is ignored

Note: When using 25 Gb/s speed, the PHY type of 40G-BASE-KR must also be enabled from the
NVM to enable link to the external PHY. Firmware ensures that this mode cannot be disabled
when executing a Set PHY Config command.

The following structure describes the response by firmware to the Set PHY config command.

Table 3-53. Set PHY config command response (opcode: 0x0601)

Name Bytes.Bits Value Remarks
Flags 1:0 0x0 See Table 7-200 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0x0 Must be 0x0, value is ignored.
Return Value/ 6-7 Return value.
VFID 0x0 command success.

Returns EPERM code if the operation is not permitted (such as MFP mode).

Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
ParamO 16-19 Reserved Zeroed by firmware, value is ignored.

Param1 20-23 Reserved Must be 0x0, value is ignored.

Reserved 24-27 Reserved Value 0x0.

Reserved 28-31 Reserved
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Note: When Enable Automatic Link Update is set to 1b, firmware sends a completion for the Set PHY
config command only after making all the necessary configuration changes and executing the
Setup link and restart auto-negotiation command.

3.2.5.1.2 Set MAC config

This command is used by the device driver to set the various MAC configuration parameters supported
on the port. This status is indicated by the command response.

This is a direct command. The Set MAC command parameters data structure is placed in the command
descriptor.

Table 3-54. Set MAC config command (opcode: 0x0603)

Name Bytes.Bits Value Remarks
Flags 1-0 0x0 See Table 7-200 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0x0 Must be 0x0b, value is ignored.
Return value/VFID | 6-7 Return value. Zeroed by the device driver. Written by firmware.
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Set MAC Config 16-31 See Table 3- 16-byte data structure that holds the Set MAC Config command parameters
55 is listed in Table 3-55.

Table 3-55 lists the data structure of the Set MAC config command parameters such as max frame size,
etc.

Table 3-55. Set MAC Config command data structure

Name Bytes.Bits Value Remarks

Max Frame Size 0-1 Max Frame Size | 16-bit value used to set the maximum frame size of the Ethernet frame on
the port.

This parameter is used by the device driver to set the maximum frame
size on the port both for Rx and for Tx.

This parameter should be set to the maximum expected L2 packet size. It
is ~1.5 KB or ~9.5 KB depending if jumbo packets are expected on the

link.
Reserved 2.0-2.01 Reserved Must be 0x0.
CRC Enable 2.2 CRC Enable Bit 0 = Set to 1b to enable the MAC to append the CRC on transmit. Set to

Ob if software appends the CRC.

This parameter is used by the device driver to enable the MAC to append
the CRC on the link. This is the default configuration. This bit is set to 0b if
software needs to disable the MAC to append CRC.

Pacing Config 2.3-2.6 Pacing Config Bit 3:0 - This is 4 bit field that allows configuring PACE parameter in the
MAC to slow down the effective data rate as defined in Table 3-28.

Auto Drop 2.7 Reserved This bit controls the behavior when a no-drop packet is blocking a TC

Blocking Packets queue. See Section 7.7.1.2.8.

Ob = The PF driver is notified.
1b = The blocking packet is dropped and then the PF driver is notified.
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Set MAC Config command data structure (Continued)

Name

Bytes.Bits

Value

Remarks

Transmit Timer
Priority

Transmit Timer
Priority

This bitmap field selects the priority <n>, with one bit per priority. The
priorities selected here, are updated with the Transmit Time Value field
and the FC refresh threshold field with the values provided in this
command. For additional register description, see Section 3.2.1.5.

Transmit Timer
Value

4-5

Transmit Timer
Value

This is the priority <n> timer value that is included in the XOFF frames
being transmitted. <n> is selected in the previous <Transmit Timer
Priority> bitmap.

<n> = 0 is used for Link Level FC.

For additional register description, see Section 3.2.1.5.

FC Refresh
Threshold

6-7

FC Refresh
Threshold

This field represents priority <n> FC refresh threshold, that specifies how
many slot times before the XOFF expires, a new XOFF is sent.

<n> is selected in the previous <Transmit Timer Priority> bitmap.
When <n> = 0, the value is used for link level flow control.

This value is used to calculate the actual refresh period for sending the
next pause frame if conditions for a pause state are still valid.

For additional register description, see Section Section 3.2.1.5.

Reserved

8-15

Reserved

Must be 0x0.

The following data structure describes the response by firmware to the Set MAC config command.

Table 3-56. Set MAC Config command response (opcode: 0x0603)
Name Bytes.Bits Value Remarks
Flags 1-0 0x0 See Table 7-200 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0x0 Must be 0x0, value is ignored.
Return Value/ 6-7 Return Value.
VFID 0x0 command success.
Returns EPERM code if the operation is not permitted (such as MFP mode).
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Reserved 16-31 Reserved Value 0x0.
3.2.5.1.3 Setup link and restart auto-negotiation

This command is used by the device driver to setup the link and execute previously sent Set PHY config
commands as well as restart the auto-negotiation over the link. This command needs to be executed
for any change in link parameters, such as set link speed, etc., to take effect.

This command might have different behaviors in MFP modes:

This is a Direct command.

Table 3-57. Restart AN command (opcode: 0x0605)
Name Bytes.Bits Value Remarks
Flags 1-0 0x0 See Table 7-200 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0x0 Must be 0x0, value is ignored.
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Table 3-57. Restart AN command (opcode: 0x0605)
Name Bytes.Bits Value Remarks
Return value/VFID | 6-7 Return value. Zeroed by device driver. Written by firmware.
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Command Flags 16 Command Bit 16.1:
— Set to 1 to restart the link.
Bit 16.21:
— Set to 1 to enable link.
— Set to 0 to disable link.
Other bits = Reserved, must be zero.
This command maybe executed automatically by firmware, following a Set
PHY config command. In such a case these bits are assigned by firmware as
follows:
Bit 16.1 is set to 1.
Bit 16.2 is copied from the Set PHY config <Enable Link> field.
Reserved 17-31 Reserved Must be 0x0, value is ignored.

1. Used by the device driver to enable/disable the link without modifying the other link settings. This is useful at POR when an
application needs to have link powered down until the device driver loads.

The following structure describes the response by firmware to the Restart Auto-negotiation command.

Table 3-58. Restart auto-negotiation command response (opcode: 0x0605)
Name Bytes.Bits Value Remarks
Flags 1-0 0x0 See Table 7-200 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0x0 Must be 0x0, value is ignored.
Return Value/ 6-7 Return Value.
VFID 0x0 command success
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Reserved 16-31 Reserved Value 0x0.
3.2.5.1.4 Get PHY abilities

This command is used by the device driver to find out the various PHY abilities supported on the port.

This is an indirect command.

Table 3-59. Get PHY abilities command (opcode: 0x0600)
Name Bytes.Bits Value Remarks
Flags 1-0 0x0 See Table 7-200 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0x0 Must be 0x0, value is ignored.
Return value/VFID | 6-7 Return value. Zeroed by the device driver. Written by firmware.

155



"] ®
l n t e l Ethernet Controller X710/XXV710/XL710 — Interconnects

Table 3-59. Get PHY abilities command (opcode: 0x0600)

Name Bytes.Bits Value Remarks
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
ParamO 16-19 First command parameter.

16.0 Report Qualified Modules.

List of qualified modules will be part of the response only when this bit is set
to 1.

16.1 Report Active/Init.

0Ob = Report the ACTIVE values. For example, the values assigned to each
parameter following the last Set PHY config command.

1b = Report the initial values of the different fields. For example, the values
loaded after the last reset event.

All other bits are reserved.

Param1 20-23 Second command parameter.
Data Address High | 24-27 Buff Addr High bits of buffer address.
Data Address low | 28-31 Buff Addr Low bits of buffer address.

Table 3-60 lists the get PHY abilities response structure returned by firmware to the Get PHY abilities
command.

The response, opcode and get PHY abilities response data structure buffer address are placed in the
descriptor. The get PHY abilities response data structure is placed in a buffer.

Table 3-60. Get PHY abilities command response (opcode: 0x0600)

Name Bytes.Bits Value Remarks
Flags 1-0 0x0 See Table 7-200 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0x0 Must be 0x0, value is ignored.
Return value/VFID | 6-7 Return value.

EINVAL = Invalid parameters. For example, buffer too small.
EIO = Error while accessing information.
EAGAIN = PHY/module interface currently busy. Retry.

Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
ParamO 16-19 Reserved. Must be set to 0x0.

Param1 20-23 Reserved. Must be set to 0x0.

Data Address High | 24-27 Buff Addr Buffer Address.

Data Address low | 28-31 Buff Addr Buffer content is listed in Table 3-61.

Table 3-61 lists the data structure of the Get PHY abilities command response. The command response
returns various PHY parameters such as PHY type, PHY ID, speed ability, pause ability, etc. The
following table lists the format of the buffer content for the Get PHY abilities reply.
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Table 3-61. Get PHY abilities command response data structure

Name Bytes.Bits Value Remarks

PHY Type 0-3 PHY Type PHY type supported on the port.

One bit per PHY type. The X710/XXV710/XL710 might be capable of
supporting multiple PHY types. The following parameter indicates the bit
number.

00 = SGMII

01 = 1000BASE-KX.
02 = 10GBASE-KX4.
03 = 10GBASE-KR.
04 = 40GBASE-KR4.

05 = XAUL

06 = Reserved.
07 = SFI.

08 = XLAUL.
09 = XLPPI.

10 = 40GBASE-CR4 (used with 40 Gb/s QSFP+ direct attach copper).
11 = 10GBASE-CR1 (used with 4x10 Gb/s QSFP+ direct attach copper).
17 = 100BASE-TX.

18 = 1000BASE-T.

19 = 10GBASE-T.

20 = 10GBASE-SR (10 Gb/s SFP+ SR optical module).

21 = 10GBASE-LR (10 Gb/s SFP+ LR optical module).

22 = 10GBASE-SFP+Cu (direct attach copper).

23 = 10GBASE-CR1 (4x10 Gb/s QSFP+ CR over direct attach copper).
24 = 40GBASE-CR4 (40 Gb/s QSFP+ CR over direct attach copper).
25 = 40GBASE-SR4 (40 Gb/s QSFP+ SR optical module).

26 = 40GBASE-LR4 (40 Gb/s QSFP+ LR optical module).

27 = Reserved.

28 = Reserved.

29 = 1000BASE-T optical

Other bits - Reserved, must be zero.

This parameter is used by the device driver to find out the various PHY
types supported on the port. The X710/XXV710/XL710 might support
multiple PHY types on the same port. One of the PHY types might be
enabled due to the result of auto-negotiation or manually set by the
firmware when auto-negotiation is disabled.

Link Speed Ability | 4 Link Speed Link rate supported on the port.

Bit 4.1 = Reserved

Bit 4.2 = 1 Gb/s.

Bit 4.3 = 10 Gb/s.

Bit 4.4 = 40 Gb/s.

Bit 4.5 = Reserved.

Bit 4.6 = 25 Gb/s.

Other bits - Reserved, must be zero.

This parameter is used by the device driver to find out the various link
speeds supported on the port. The X710/XXV710/XL710 might have the
ability to support multiple link speeds on the same port. One of the link
speeds might be enabled due to the result of auto-negotiation or manually
set by the device driver when auto-negotiation is disabled.

Pause Ability 5.0:5.1 Pause Ability Zero returns 1b if the port supports IEEE 802.3x Tx link pause or returns Ob
otherwise.

One returns 1b if the port supports IEEE 802.3x Rx link pause or returns Ob
otherwise.

This parameter is used by the device driver to find out the IEEE 802.3x
pause ability of the port.

Low Power Ability | 5.2 Low Power 1b = Low power mode.
Ability 0 = High power mode.
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Table 3-61. Get PHY abilities command response data structure
Name Bytes.Bits Value Remarks
Link Mode 5.3 Link Mode 0b = Link is disabled.
1b = Link is enabled.
AN Mode 5.4 AN Mode 1b = AN is enabled.
0b = AN is disabled.
Based on link mode.
Enable Module 5.5 Enable Module | Returns 1b if a external module or PHY qualification check is enabled.
Qualification Qualification
Reserved 5.6:5.7 Reserved Reserved, must be 0b.
EEE Capability 6-7 EEE Capability | EEE capability for each PHY type supported on the port.
One bit per PHY type. The X710/XXV710/XL710 might be capable of
supporting multiple PHY types. The following parameter indicates the bit
number.
Byte 6:
Bit 1 = Reserved.
Bit 2 = EEE is supported for 1000BASE-T.
Bit 3 = EEE is supported for 10GBASE-T.
Bit 4 = EEE is supported for 1000BASE-KX.
Bit 5 = EEE is supported for 10GBASE-KX4.
Bit 6 = Reserved.
Bit 7 = EEE is enabled for 40G-KR4.
Other bits = Reserved, must be zero.
This parameter is used by the device driver to find out the EEE capability of
various PHY types supported on the port. The X710/XXV710/XL710 might
support multiple PHY types on the same port and EEE capability is indicated
for each PHY type.
EEER 8-11 EEER Value Content of EEER register.
Low Power Control | 12 D3ColdLPAN D3cold LPAN.
Bit 0:
Ob = D3cold low power auto-negotiation disabled.
1b = D3cold low power auto-negotiation enabled.
Other bits = Reserved, must be zero.
PHY Type 13 PHY Type This is an extension to the PHY Type field and provides additional PHY types,
Extension Extension one bit per PHY Type.
0 = 25GBASE-KR.
1 = 25GBASE-CR.
2 = 25GBASE-SR.
3 = 25GBASE-LR.
4 = 25G-AOC.
5 = 25G-ACC.
FC-FEC Ability 14.0 FC-FEC Ability | Ob = FC-FEC Disabled.
1b = FC-FEC Enabled.
Note: This field is only used for 25 Gb/s operation.
RS-FEC Ability 14.1 RS-FEC Ability | Ob = RS-FEC disabled.
1b = RS-FEC enabled.
Note: This field is only used for 25 Gb/s operation.
FC-FEC Request 14.2 FC-FEC Ob = Do not request FC-FEC.
Request 1b = Request FC-FEC.
Note: This field is only used for 25 Gb/s operation.
RS-FEC Request 14.3 RS-FEC Ob = Do not request RS-FEC.
Request 1b = Request RS-FEC.
Note: This field is only used for 25 Gb/s operation.
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Table 3-61. Get PHY abilities command response data structure
Name Bytes.Bits Value Remarks

Enable Auto FEC 14.4 Enable Auto Ob = Auto-FEC disabled.

Mode FEC Mode 1b = Auto-FEC enabled.
Note: This field is only used for 25 Gb/s operation.

14.5-14.7 Current This field is set only if the extended compliance code as defined in SFP+
Module Type (address 0xAOQ, byte 36) is not equal to 0x0.
Extension This field is used to indicate the type of the current module type on the
port:
0x0 = 25GBASE-CR (passive DA).
0Ox1 = 25GBASE-SR.
0x2 = 25GBASE-LR.
0x3 = 25G-AOC.
0x4 = 25G-ACC.
Note: The exact type of the module (CA-N/S/L and AOC/ACC BER) can be
understood by the compliance code that reported in byte 15.

Note: This field is only used for 25 Gb/s operation.

Current PHY ID/ 16-19 PHY ID/OUI This parameter is used by the device driver to find out the PHY/module ID

Vendor OUI connected on the port.
If the X710/XXV710/XL710 is connected to an external BASE-T PHY:
This four-byte field returns the {OUI, Manufacturer Model#, Revision ID} as
defined in IEEE 802.3, 22.2.4.3.1 PHY Identifier (Registers 2 and 3).
Bytes 17:16 = Register3.
Bytes 19:18 = Register2.
If the X710/XXV710/XL710 is connected to an external module:
This field returns the three-byte vendor OUI of the module (MSB is padded
with zeros).

Current Module 20-22 Module Type Returns the three-byte module ID.

Type

First byte:

Module identifier.

Defined by SFP+ (Addr OxAOQ, Byte 0) or QSFP+ (Addr 128, page 0)
specifications.

Second byte:

The following bits might be set to indicate the supported technologies:

0 = SFP+ Cu Passive

1 = SFP+ Cu Active

4 = 10G Base-SR

5 = 10G Base-LR

Remaining bits are reserved.

Third byte:

GbE compliance code.

Defined by SFP+ (Addr OxAOQ, Byte 6) or QSFP+ (Addr 134, page0)
specifications.

This parameter is used by the device driver to find out the module type on
the port when connected to external modules. For example, the X710/
XXV710/XL710 might be connected to an SFP+ or QSFP+ optical or direct
attached copper modules. The format of the module type returns the ID and
Ethernet compliance code fields as defined in the SFP+ or QSFP+
specifications. There is no separate Ethernet compliance code for SFP+
copper modules. It is reported in a separate byte in SFP+ module. However,

the X710/XXV710/XL710 uses the unused bits in second byte to report
SFP+ direct attach cables.
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Table 3-61. Get PHY abilities command response data structure

Name Bytes.Bits Value Remarks
Qualified Module 23 Number of qualified modules to be listed in the following bytes.
Count
Qualified Module 244n*32 - This is a list of qualified modules that are supported by the X710/XXV710/
ID-n 55+n*32 XL710 and might be connected.

The list contains a 24-byte field per module, based on IEEE Std 802.3
definition of device ID, containing:

Vendor OUI (3 bytes).
Reserved (1 bytes).
Vendor Part# (16 bytes).
Vendor Rev# (4 bytes).
Last 8 bytes are reserved.

3.2.5.1.5 Get link status

This command is used by the device river to find out the link status of the port. Firmware returns link
status = up when the link is available for transmission/reception. This command also returns other
operating parameters of the link such as negotiated speed, PHY type, etc.

In the X710/XXV710/XL710, this is a Direct command.

Table 3-62. Get link status command (opcode: 0x0607)

Name Bytes.Bits Value Remarks
Flags 1-0 0 See Table 7-200 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0 Must be 0x0, value is ignored.
Return value/VFID | 6-7 Return value. Zeroed by the device driver. Written by firmware.
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Command Flags 16-17 Reserved 16.1:0.

0 = NOP: LSE notification value is not modified and Get link status response
returns the most updated value of enable/disable.

1 = Reserved.

2 = Disable link status event notification to software.

3 = Enable link status event notification to software.

See Section 3.2.5.1.6 for details on LSE and enabling/disabling LSE events.
All other bits are reserved. Must be 0x0, value is ignored.

Reserved 18-31 Reserved Must be 0x0, value is ignored.
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The following structure describes the response by firmware to the Get link status command.

Table 3-63. Get link status response (opcode: 0x0607)
Name Bytes.Bits Value Remarks
Flags 1-0 0x0 See Table 7-200 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0x0 Must be 0x0, value is ignored.
Return value/VFID | 6-7 Return value. Zeroed by the device driver. Written by firmware.
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Command Flags 16-17 Command Bit 0 = LSE enable: Enable link status event notification to software.
Flags Firmware sets this bit to 1b to indicate that LSE is enabled or sets to 0Ob if
LSE is disabled. See Section 3.2.5.1.6 for further details on LSE and
enabling/disabling LSE events.
All other bits are Reserved. Must be 0, value is ignored
Get Link Status 18-31 See Table 3- 14-byte data structure that holds the Get link status command response
64 parameters listed in Table 3-64.

Table 3-64 lists the data structure of the Get link status command parameters such as link up/down,
negotiated/operating speed, fault conditions, etc.
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Get link status response data structure

Name

Bytes.Bits

Value

Remarks

PHY Type

o

PHY Type

Returns operating PHY type or PHY type negotiated if auto-negotiation is enabled. The
X710/XXV710/XL710 might be capable of many different PHY types but only one PHY
type is enabled as result of configuration or auto-negotiation. This parameter is an 8-bit
integer, each value corresponds to a PHY type as follows.

0x0 = SGMII.

0x1 = 1000BASE-KX.

0x2 = 10GBASE-KX4.

0x3 = 10GBASE-KR.

0x4 = 40GBASE-KR4.

0x5 = XAUL

0x6 = Reserved.

0x7 = SFI.

0x8 = XLAUI.

0x9 = XLPPI.

OxA = 40GBASE-CR4 (used with 40Gb/s QSFP+ direct attach copper).

0xB = 10GBASE-CR1 (used with 4x10Gb/s QSFP+ direct attach copper).

0xC = SFP+ Active optical module.

0xD = QSFP+ Active optical module.

OXE = Unrecognized module. Module doesn’t match to any of the recognized modes. Link
is up using the opportunistic flow.

0xF = Unsupported module. This link is forced down.

0x11 = Reserved.

0x12 = 1000BASE-T.

0x13 = 10GBASE-T.

0x14 = 10GBASE-SR (10G SFP+ SR optical module).

0x15 = 10GBASE-LR (10G SFP+ LR optical module).

0x16 = 10GBASE-SFP+Cu (Direct attach copper).

0x17 = 10GBASE-CR1 (4x10G QSFP+ CR over direct attach copper).

0x18 = 40GBASE-CR4 (40G QSFP+ CR over direct attach copper).

0x19 = 40GBASE-SR4 (40G QSFP+ SR optical module).

0x1A = 40GBASE-LR4 (40G QSFP+ LR optical module).

0x1B = Reserved.

0x1C = Reserved.

0x1D = 1000BASE-T optical.

Ox1F = 25GBASE-KR.

0x20 = 25GBASE-CR.

0x21 = 25GBASE-SR.

0x22 = 25GBASE-LR.

0x23 = SFP28 25 GbE active optical module.

0x24 = SFP 25 GbE active optical module.

0xFD = Unsupported module. Does not meet high temperature requirement.

OxFE = Empty SFP+/QSFP+ cage.

OxFF = Default value. This value is returned if no PHY type has been identified yet.
Other values are not used.

This parameter is used by the device driver to find out the operating PHY type on the
port. One of the PHY types might be enabled due to the result of auto-negotiation/
parallel detection or manually configured by firmware or software when auto-negotiation
is disabled.

Link Speed

Link Speed

Returns operating link speed of the port. The PHY might be capable of many speeds but
only one speed is enabled as result of configuration or auto-negotiation. This parameter
is an 8-bit field, each bit corresponds to a link speed as follows. Only one bit is set at any
given time.

1.1 = Reserved.

1.2 =1 Gb/s.

1.3 = 10 Gb/s.

1.4 = 40 Gb/s.

1.5 = Reserved.

1.6 = 25 Gb/s.

Other = Reserved.

This parameter is used by the device driver to find out the operating Link speed on the
port. The link might be enabled at one of the link speeds due to the result of auto-
negotiation/parallel detection or manually configured by firmware or software when
auto-negotiation is disabled.

Link Status

2.0

Function Link
Status

Returns 1b if link status = up, or returns Ob if the link status = down.
This parameter indicates if the Link is up and ready for data communication.

162




Interconnects — Ethernet Controller X710/XXV710/XL710

Table 3-64.

intel

Get link status response data structure

Name

Bytes.Bits

Value

Remarks

Link Fault

2.1:2.4

Link Fault

Bit 2.1 = Returns 1b if PHY has detected a link fault condition. The fault could be
anywhere in the PHY layer and either on transmit or receive local or remote fault.
The following bits provide additional information about a link fault condition.

Bit 2.2 = Returns 1b if a transmit link fault condition is detected, Ob otherwise.
Bit 2.3 = Returns 1b if a receive link fault condition is detected, Ob otherwise.

Bit 2.4 = Returns 1b if a remote fault condition detected, Ob otherwise.

External Port Link
Status

2.5

Port's Link
Status

Returns 1b if link status = up or returns 0b if the link status = down.
This bit always returns the port's link status in both SFP and MFP modes.

Media Available

2.6

Media Available

Returns 1b if media is available for normal link communication or returns 0b otherwise.
This parameter is used by the device driver to find out if the media is available on the
port. When connected to an external module, this command returns if the media is
plugged in and is available for normal communication.

Note: This field is not relevant when connecting to an external 10GBASE-T PHY.

Signal Detect

2.7

Signal Detect

Returns 1b if a receive signal is detected by the PHY or module, or returns 0b otherwise.
In the case of external PHYs, for example, this maps to the global signal detect function
in the PHY and in some of the PHYs this maps to energy detect function on the link. In
the case of external modules, this maps to the inverse of loss of signal function.

AN Completed

3.0

AN Completed

Returns 1b if auto-negotiation completed successfully or returns Ob otherwise. This bit is
valid only if the PHY supports auto-negotiation and auto-negotiation is enabled.

LP AN Ability

3.1

LP AN Ability

Returns 1b if the link partner is able to perform auto-negotiation or returns Ob otherwise.
This bit is valid only if the PHY supports auto-negotiation and auto-negotiation is
enabled.

Parallel detection
Fault

3.2

Parallel
Detection fault

Returns 1b if the PHY detects parallel detection fault or returns Ob otherwise. This bit is
valid only if the PHY supports auto-negotiation with parallel detection enabled.

FEC Enabled

3.3

FEC Enabled

Returns 1b if FEC is enabled on the link or returns Ob otherwise. This bit is valid only for
backplane KR, KR4 and copper CR4 PHYs that support FEC. FEC might be enabled on the
link during auto-negotiation.

Low Power State

3.4

Low Power State

0b = High power mode.
1b = Low power mode.

Link Pause Status

3.5:3.6

Link Pause
Status

Bit 3.5 - Returns 1b if Tx link pause is enabled on the link during auto-negotiation or
returns Ob otherwise.

Bit 3.6 = Returns 1b if Rx link pause is enabled on the link during auto-negotiation or
returns 0b otherwise.

Link pause should be disabled if PFC is enabled on the link. Simultaneous operation of
link pause and PFC is not supported.

Qualified Module

3.7

Qualified Module

When the X710/XXV710/XL710 is connected to an external SFP+/QSFP+ module, this
field indicates if the module is a qualified module whose OUI matches one of the pre-
defined qualified modules.

0b = Module was not found in pre-configured list of qualified modules.

1b = Module is qualified.

PHY Temp Alarm

4.0

PHY Temp Alarm

Returns 1b if a temperature alarm condition is reported by the PHY or returns Ob
otherwise.

Typically an external PHY generates a temperature alarm condition by signaling a PHY
interrupt to firmware. The temperature alarm feature should be enabled in the PHY to
generate this condition.

Excessive Link
Errors

4.1

Excessive Link
Errors

Returns 1b if an excessive errors over the link condition is reported by the PHY or returns
0b otherwise.

Port TX Suspended

4.2-4.3

Port TX
Suspended

0 = Port's Tx active.

1 = Port's Tx suspended and drained.

2 = Reserved.

3 = Port's Tx suspended and drained. Blocked TC pipe flushed.

Force 40G Enabled

4.4

Force 40G
Enabled

External 25 GbE
PHY?! Error Code

4.5-4.7

Error Code

0x0 = No error.

0x1 = External 25 GbE PHY not present.

0x2 = External 25 GbE PHY NVM section CRC error.
0x3 = Reserved.

0x4 = Reserved.

0x5 = Reserved.

0x6 = MDIO access failure.

0x7 = External PHY initialization success.
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Table 3-64. Get link status response data structure

Name Bytes.Bits Value Remarks
Loopback Level 5.0-5.3 0x0 = Disable loopback.
Enabled Status 0x1 = MAC.

0x2 = Reserved for SerDes.

0x3 = Reserved for PHY internal (retimer).
0x4 = Reserved for PHY external.

0x5 = X557 PCS.

0x6 = X557 external.

Other values are reserved.

Loopback Type 5.4 Ob = Local loopback (Tx->Rx).

Status 1b = Far end loopback (Rx->Tx).

Reserved 5.5 Reserved

External Device 5.6-5.7 External Device QSFP+:

Power Ability Power Class This field contains the supported power ability of the connected module:

00b = Power class 1 module (low power).

01b = Power class 2 module (high power).

10b = Power class 3 module (high power).

11b = Power class 4 module (high power).

Note: If QSFP power ability is high power but <Low Power State> is low power then
link is disabled.

BASE-T:

Ob = Low and high power.

1b = High power only.

Max Frame Size 6-7 Max Frame Size Maximum frame size set on this port.

25 GbE KR FEC 8.0 25 GbE KR FEC 1b = 25 GbE KR-FEC was negotiated on the link.

Enabled Enabled

25 GbE RS FEC 8.1 25 GbE RS FEC 1b = 25 GbE RS-FEC was negotiated on the link.

Enabled Enabled

CRC Enable 8.2 CRC Enable 1b = CRC append is enabled on this port.
0b = CRC append is disabled on this port.

Pacing Config 8.3-8.6 Pacing Config

Reserved 8.7 Must be 0b.

Link Type 9-12 PHY types supported on the port. This field uses the same encoding as the PHY Type field
of the Get PHY abilities response listed in Table 3-60. When using a pluggable module,
only PHY types supported by the current module are reported here.

Link Type Ext 13 PHY types supported on the port. This field uses the same encoding as the PHY Type Ext

field of the Get PHY abilities response shown in Table 3-60. When using a pluggable
module, only PHY types supported by the current module are reported here.

1. Applies only to Intel 25 GbE PHY adapters.

3.2.5.1.6 Link status event (opcode: 0x0607)

The Link Status Event (LSE) is generated by firmware to the device driver when there is a change in
status in any of the event causing conditions. Event causing conditions listed in Table 3-65 can be
individually masked from generating LSE by using the Set event mask Command (See Section 3-66).
The LSE uses the same command structure and link status response data structure listed in Table 3-63
and Table 3-64, with different command opcode. Firmware also posts this data structure to the admin
receive queue with the Flags.CMP bit cleared indicating that this is an asynchronous event generated by
firmware (such as the message is not in response to an AQ command from software).

The LSE is disabled by default, unless explicitly enabled by software. Software enables an LSE by

setting the LSE Enable bit when issuing Get link status command (See Table 3-62). Firmware disables
the LSE immediately after generating an LSE and does not queue further events until LSE is explicitly
enabled by software by the Get link status command. Firmware also indicates the LSE enabled status
through the LSE Enable bit in the Get link status command response data structure (See Table 3-63).
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The LSE is only generated by firmware to respective PF drivers and it is software’s responsibility to
communicate relevant link status change events to the VF through appropriate PF to VF communication
mechanisms. Software is not expected to use any hardware link status interrupt mechanisms.
Hardware link status change interrupts are provided only for diagnostic use. Hence, hardware link
status interrupts to PFs and VFs should be disabled for normal operation. Software should use the AQ
mechanism to get the link status change notifications using the Get link status command and LSE.

Table 3-65. Reported link events

Event Description
Link Change Link state change. For example, the link state changes from link
up to link down.
Media Not Available Event is reported when an external module is pulled out of its
cage.
Link Fault
PHY Temperature Alarm Event is generated when an external PHY or module generates a

temperature alarm interrupt.

Excessive Errors

Signal Detect Condition Signal detect of link partner’s laser signal indication has been
asserted or de-asserted.

Auto-Negotiation Completed

Module Qualification Failure When working with external modules, firmware might be enabled
to perform a validation process where the module ID parameters
are compared with a per-configured, NVM loaded, list of qualified
modules. If, qualification check is enabled and connected module
is not found in the list, then firmware terminates the link
initialization process and then generates this event.

Port Tx Suspend Indicates that the port's Tx data path is temporarily suspended
for configuration purposes.

3.2.5.1.7 Set event mask

This command is used by the device driver to mask the event causing conditions of the link status event
from firmware. The link status event is generated by firmware to the PF as described in
Section 3.2.5.1.6.

This is a Direct command.

Table 3-66. Set event mask command (opcode: 0x0613)

Name Bytes.Bits Value Remarks
Flags 1-0 0x0 See Table 7-200 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0x0 Must be 0,x0 value is ignored.
Return value/VFID | 6-7 Return value. Zeroed by the device driver. Written by firmware.
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
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Table 3-66. Set event mask command (opcode: 0x0613)
Name Bytes.Bits Value Remarks

Reserved 16-19 Reserved Value 0x0.

Reserved 20-23 Reserved

Event Mask 24-25 Event Mask Masks the cause of LSE. The bit mask might be used to mask one or more
event causing conditions. Set bit(s) to 1b to mask an event from causing
LSE or set to Ob otherwise. The bits are cleared by default.
Bit 24.0 = Reserved.
Bit 24.1 = Mask link up/down condition.
Bit 24.2 = Mask media not available or module not present condition.
Bit 24.3 = Mask link fault condition.
Bit 24.4 = Mask PHY temperature alarm condition.
Bit 24.5 = Mask excessive errors over the link condition.
Bit 24.6 = Mask signal detect (asserted or de-asserted) condition.
Bit 24.7 = Mask auto-negotiation completed condition.
Bit 25.0 = Mask module qualification failure condition.
Bit 25.1 = Mask port Tx suspend.
Other bits = Reserved, Must be zero.

Reserved 26-31 Reserved Must be 0x0, value is ignored.

The following structure describes the response by firmware to the Set event mask command.

Table 3-67. Set event mask command response (opcode: 0x0613)
Name Bytes.Bits Value Remarks
Flags 1-0 0x0 See Table 7-200 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0x0 Must be 0x0, value is ignored.
Return value/VFID | 6-7 Return value. Zeroed by the device driver. Written by firmware.
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Reserved 16-31 Reserved Must be 0x0, value is ignored.
3.2.5.1.8 Set Loopback Modes

This command is used by the device driver to set various loopback modes on the port. This command is
used for diagnostic or monitoring purposes only. The command should not be executed during normal
operation as this might disrupt link operation.

Note:

Applicable for NVM version 6.01 and higher. When using the NVM version 6.0 and lower, refer

to Section 12.2.3 and to the Inte/® Ethernet Controller X710/XXV710/XL710 Feature Support
Matrix.

This is a direct command.
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Table 3-68. Set Loopback Modes Command (opcode: 0x0618)
Name Bytes.Bits Value Remarks
Flags 1-0 0x0 See Section 7.10.5.2.1 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0x0 Must be 0x0, value is ignored.
Return Value/ 6-7 Return value. Zeroed by the device driver. Written by firmware.
VFID
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Loopback Level 16 Loopback Level Values.
0x0 = Disable loopback.
0x1 = MAC.
0x4:0x2 = Reserved.
0x5 = X557 PCS.
0x6 = X557 external.
Other values are reserved.
Loopback Type 17 Loopback Type values:
0x0 - Local Loopback (Tx->Rx)
0x1 = Reserved.
Other values are reserved.
Must be ignored when loopback level is set to disable loopback.
Loopback Force 18 Loopback Force Speed Value:
Speed Value 0x1 = 1 GbE.
0x2 = 10 GbE.
0x3 = 40 GbE/25 GbE.
0x4 = Reserved.
Other values are reserved.
Only applicable in MAC loopback mode and when Loopback Force Speed
Enable is set.
Loopback Force 19.0 When set, the loopback speed is taken from the loopback force speed value.
Speed Enable When cleared, the loopback speed is determined by the current link speed.
If the link is down, or no module is present, the loopback speed is the
maximum supported speed.
Reserved 19.1-31 Reserved Must be 0x0, value is ignored.

The following structure describes the response by firmware to the Set Loopback mode command.

Table 3-69. Set Loopback Mode Command Response (Opcode: 0x0618)
Name Bytes.Bits Value Remarks
Flags 1-0 0x0 See Section 7.10.5.2.1 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0 Must be 0x0, value is ignored.
Return Value/ 6-7 Return Value.

VFID

0x0 = command success.

EPERM = Operation is not permitted.

EMODE = Device failed to enter the requested loopback mode.
ENOSYS = Unsupported loopback configuration.
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Table 3-69. Set Loopback Mode Command Response (Opcode: 0x0618) (Continued)

Name Bytes.Bits Value Remarks
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command
Reserved 16-31 Reserved Must be 0x0, value is ignored.

Note: Disabling loopback when it is already disabled results in a success response by firmware and
the loopback remains disabled.

To enable one loopback mode when a different one is already active, it is recommended to
first disable the current loopback mode and then enable the new loopback mode.

When forcing loopback speed, the forced speed must be enabled in the link capabilities
section in the NVM.

When loopback is enabled, the link status is reported as link up.

For 25 GbE speed, the actual MAC loopback speed is 40 GbE.

3.2.5.1.9 Set PHY Register

This command is used by the device driver to write to an internal or external PHY register. This
command should not be used in a manner that interferes with the firmware link management.

This is a direct command.

Table 3-70. Set PHY Register Command (Opcode: 0x0628)

Name Bytes.Bits Value Remarks
Flags 1-0 0x0 See Section 7.10.5.2.1 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0x0 Must be 0x0b, value is ignored.
Return Value/ 6-7 Return value. Zeroed by the device driver. Written by firmware.
VFID
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Interface Select 16 PHY interface select:
0x0 = Internal PHY.
0x1 = External PHY (MDIO interface).
0x2 = External cage (I2C interface).
Other = Reserved.
Device Address 17 The internal device address to be used in case of external PHY access. For
QSFP accesses, this is the page number.
This value is ignored in case of internal PHY access.
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Table 3-70. Set PHY Register Command (Opcode: 0x0628)
Name Bytes.Bits Value Remarks

Recall QSFP Page 18.0 The firmware maintains the Last QSFP Page accessed per port.
If a new page is set using this command (by writing to Register Address
0x7F), the firmware updates the Last QSFP Page.
The Last QSFP page initial value is zero and it is reset at GLOBR.
0 = The QSFP page number is taken from the Device Address field.
1 = The QSFP page number is taken from the Last QSFP page value. The
Device Address field is ignored.
This field is relevant for QSFP only, and is ignored in SFP mode.

Reserved 18.1 - 19 0x0 Reserved

Register Address 20-23 The address of the PHY register to be written.

Register Write 24-27 The data to write to the PHY register.

Data

Reserved 28-31 0x0 Reserved.

The following data structure describes the response by firmware to the Set PHY Register command.

Table 3-71. Set PHY Register Response (Opcode: 0x0628)
Name Bytes.Bits Value Remarks
Flags 1-0 0x0 See Section 7.10.5.2.1 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0x0 Must be 0x0, value is ignored.
Return Value/ 6-7 Return Value.
VFID 0x0 = Command success. Returns EPERM code if the operation is not
permitted.
EAGAIN = Returned if the interface is busy.
EIO = Returned if the selected interface is wrong or disabled.
EINVAL = Returned if invalid parameters are provided. For example,
address out of range.
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Reserved 16-31 Reserved Value 0x0.
3.2.5.1.10 Get PHY Register

This command is used by the device driver to read an internal or external PHY register.

This is a direct command.

Table 3-72. Get PHY Register Command (Opcode: 0x0629)
Name Bytes.Bits Value Remarks
Flags 1-0 0x0 See Section 7.10.5.2.1 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0x0 Must be 0x0b, value is ignored.
\I}%Brn Value/ 6-7 Return value. Zeroed by the device driver. Written by firmware.
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Table 3-72. Get PHY Register Command (Opcode: 0x0629)

Name Bytes.Bits Value Remarks
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Interface Select 16 PHY interface select:

0x0 = Internal PHY.

0x1 = External PHY (MDIO interface).
0x2 = External cage (I2C interface).
Other = Reserved.

Device Address 17 The internal device address to be used in case of external PHY access. For
QSFP accesses, this is the page number.

This value is ignored in case of internal PHY access.

Recall QSFP Page | 18.0 Firmware maintains the Last QSFP page accessed per port.

If a new page is set using the Set PHY Register command (by writing to
register address 0x7F), the firmware updates the Last QSFP page.

The Last QSFP page initial value is zero and it is reset at GLOBR.
0 = The QSFP page number is taken from the Device Address field.

1 = The QSFP page number is taken from the last QSFP page value. The
Device Address field is ignored.

This field is relevant for QSFP only, and is ignored in SFP mode.

Reserved 18.1 - 19 0x0 Reserved.
Register Address 20-23 The address of the PHY register to be read.
Reserved 24-31 0x0 Reserved.

The following data structure describes the response by firmware to the Get PHY Register command.

Table 3-73. Get PHY Register Response (Opcode: 0x0629)

Name Bytes.Bits Value Remarks
Flags 1-0 0x0 See Section 7.10.5.2.1 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0x0 Must be 0x0, value is ignored.
Return Value/ 6-7 Return Value.
VFID 0x0 = Command success. Returns EPERM code if the operation is not
permitted.

EAGAIN = Returned if the interface is busy.
EIO = Returned if the selected interface is wrong or disabled.

EINVAL = Returned if invalid parameters are provided. For example,
address out of range.

Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Reserved 16-23 Reserved Value 0x0.
PHY Register Read | 24-27 Data read from the PHY register.
Data
Reserved 28-31 Reserved Value 0x0.

3.2.5.1.11 Set 25 GbE LESM Debug

This command is used by the device driver to modify the functionality of the 25 GbE LESM.

This is a direct command.
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Table 3-74. Set 25 GbE LESM Debug Command (Opcode: 0x062A)
Name Bytes.Bits Value Remarks
Flags 1-0 0x0 See Section 7.10.5.2.1 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0x0 Must be 0x0b, value is ignored.
Return Value/ 6-7 Return value. Zeroed by the device driver. Written by firmware.
VFID
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
LESM Command 16 Basic command parameter.
Parameter Bit 0 - Set/reset values.
Ob = Set values of the fields based on the new configuration values
provided in this command.
1b = Reset the fields to their initial values.
All other bits are reserved.
LESM States 17 One bit per state. Set the bit to disable the state.
Disable Bit 0 = 25G-AN.
Bit 1 = 25G-AUI-No-FEC.
Bit 2 = 25G-AUI-FC-FEC.
Bit 3 = 25G-AUI-RS-FEC.
Bit 4 = 10G-SFI.
Bit 5 = 1 GbE no auto-negotiation (backplane only).
Bit 6 = 25G-AN no next page (backplane only).
Bit 7 = Reserved.
Note: Setting all seven bits disables the 25 GbE LESM.
This field can be used to disable states that would otherwise be
enabled. It does not enable states that would otherwise be
disabled.
25G-AUI-RS-FEC 18.0 - 18.3 Modified timeout (units of 500 ms) to be used.
Timeout 0 = no change.
25G-AUI-FC-FEC 18.4 - 18.7 Modified timeout (units of 500 ms) to be used.
Timeout 0 = no change.
25G-AUI-No-FEC 19.0 - 19.3 Modified timeout (units of 500 ms) to be used.
Timeout 0 = no change.
10G-SFI Timeout 19.4 - 19.7 Modified timeout (units of 500 ms) to be used.
0 = no change.
Constant Timeout | 20 Modified timeout (units of 100 ms) to be used.
0 = no change.
This timeout value is added to the first state.
1G No AN Timeout | 21.0 - 21.3 Modified timeout (units of 500 ms) to be used.
0 = no change.
25G-AN-No_NP 21.4-21.7 Modified timeout (units of 500 ms) to be used.
Timeout 0 = no change.
Reserved 22-31 0x0 Reserved.
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The following data structure describes the response by firmware to the Set 25 GbE LESM Debug
command.

Table 3-75. Set 25 GbE LESM Debug Response (Opcode: 0x062A)

Name Bytes.Bits Value Remarks
Flags 1-0 0x0 See Section 7.10.5.2.1 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0x0 Must be 0x0, value is ignored.
Return Value/ 6-7 Return Value.
VFID 0x0 = Command success. Returns EPERM code if the operation is not
permitted.
EIO = Returned if there is a failure configuring the link with the new
settings.
EINVAL = Returned if invalid parameters are provided.
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Reserved 16-31 Reserved Value 0x0.
3.2.5.1.12 Get 25 GbE LESM Debug

This command is used by the device driver to monitor the functionality of the 25 GbE LESM.

This is a direct command.

Table 3-76. Get 25 GbE LESM Debug Command (Opcode: 0x062B)

Name Bytes.Bits Value Remarks
Flags 1-0 0x0 See Section 7.10.5.2.1 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0x0 Must be 0x0b, value is ignored.
Return Value/ 6-7 Return value. Zeroed by the device driver. Written by firmware.
VFID
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
LESM Command 16 Basic Command Parameter.
Parameter Bit 0 = Report active or initial values.
Ob = Report active values.
1b = Report initial values.
All other bits are reserved.
Reserved 17-31 0x0 Reserved
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The following data structure describes the response by firmware to the Get 25 GbE LESM Debug
command.

Table 3-77. Get 25 GbE LESM Debug Response (Opcode: 0x062B)

Name Bytes.Bits Value Remarks
Flags 1-0 0x0 See Section 7.10.5.2.1 for details.
Opcode 2-3 Opcode Command opcode.
Datalen 4-5 0x0 Must be 0x0, value is ignored.
Return Value/ 6-7 Return Value.
VFID 0x0 = Command success. Returns EPERM code if the operation is not
permitted.

EIO = Returned if there is a failure obtaining the settings.
EINVAL = Returned if invalid parameters are provided.

Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
LESM Status 16 Returns the current LESM state.

0x0 = LESM disabled.

0x1 = link established in 25G-AN state.

0x2 = link established in 25G-AUI-No-FEC state.

0x3 = link established in 25G-AUI-FC-FEC state.

0x4 = link established in 25G-AUI-RS-FEC state.

0x5 = link established in 10G-SFI state.

0x6 = link established in 1G-SFI state (only for backplane).
0x7 = link established in 25G-AN no next page state.

OxFF = LESM busy.

Returning OXFF means that the link isn't up yet and LESM is still busy. The
remaining fields in this response, except for the initial state and the
transition count) should be ignored.

LESM Disabled 17 One bit per state. A value of 1b indicates that the state is disabled.
States Bit 0 - 25G-AN.

Bit 1 - 25G-AUI-No-FEC.

Bit 2 - 25G-AUI-FC-FEC.

Bit 3 - 25G-AUI-RS-FEC.

Bit 4 - 10G-SFI.

Bit 5 - 1 GbE no auto-negotiation (backplane only).

Bit 6 - 25G-AN no Next Page (backplane only).

Bit 7 - Reserved.

25G-AUI-RS-FEC 18.0 - 18.3 Modified timeout (units of 500 ms) to be used.
Timeout 0 = no change
25G-AUI-FC-FEC 18.4 - 18.7 Modified timeout (units of 500 ms) to be used.
Timeout 0 = no change
25G-AUI-No-FEC 19.0 - 19.3 Modified timeout (units of 500 ms) to be used.
Timeout 0 = no change
10G-SFI Timeout 19.4 - 19.7 Modified timeout (units of 500 ms) to be used.

0 = no change

Constant Timeout | 20 Modified timeout (units of 100 ms) to be used.
0 = no change
This timeout value is added to the first state.

1G No AN Timeout | 21.0 - 21.3 Modified timeout (units of 500 ms) to be used.
0 = no change

25G-AN-No_NP 21.4-21.7 Modified timeout (units of 500 ms) to be used.

Timeout 0 = no change
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Table 3-77. Get 25 GbE LESM Debug Response (Opcode: 0x062B)

Name Bytes.Bits Value Remarks

LESM Initial State | 22.0 - 22.3 Initial state of latest link establishment process.
0 = 25G-AN.

1 = 25G-AUI-No-FEC.

2 = 25G-AUI-FC-FEC.

3 = 25G-AUI-RS-FEC.

4 = 10G-SFI.

5 = 1 GbE no auto-negotiation.

6 = 25G-AN no NP.

LESM State 22.4 -22.7 Total number of timed out states passed during the latest link establishment
Transition Count process.

The counter saturates at OxF.

LESM Latest State | 23 Time to link in the state where the link was established (in units of 100 ms).
Duration
Reserved 24-31 Reserved Value 0x0.

3.2.6 Possible port to physical lane
configurations for various PHY interfaces

Table 3-78 lists possible port-to-physical lane configurations allowed by the X710/XXV710/XL710 for
various PHY interfaces for single, dual and quad port configurations.

The Min SKU column in Table 3-78 lists the supported SKUs:

e Dual 10 GbE — All SKUs are supported: XL710-AM2, XL710-BM2, XL710-AM1, XL710-BM1, X710-
AM2, X710-BM2

e 40 GbE — Both XL710-AM1, XL710-BM1, XL710-AM2 and XL710-BM2 SKUs are supported
e Dual 40 GbE — XL710-AM2 and XL710-BM2 SKUs are supported

Note: Refer to the Inte/® Ethernet Controller X710/XXV710/XL710 Specification Update for more
SKU details.

Table 3-78. Port-to-physical lane configurations for PHY interfaces

Physical Lane: Group A Physical Lane: Group B
?ng Min SKU Application I:tetrfactl-:
rotoco Lo L1 L2 L3 Lo L1 L2 L3
0.0 | Dual 10 GbE KR, KX, AN | PFO.LO PF1.LO
0.1 |40 GbE KR, KX, AN | PFO.LO | PF1.LO
Dual Port
0.2 |40 GbE Backplane KR, KX, AN PFO.LO | PF1.LO
0.3 |40 GbE 1 GbSEérligleE KR, KX, AN | PFO.LO PF1.L0
0.4 |40 GbE KR, KX, AN PFO.LO PF1.LO
0.5 | Dual 10 GbE KR, KX, AN | PF1.LO PFO.LO
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Physical Lane: Group A Physical Lane: Group B
ing Min SKU Application I:tetrfactla
rotoco Lo L1 L2 L3 Lo L1 L2 L3
1.0 Dual 10 GbE KX4 PFO.LO | PFO.L1 | PFO.L2 | PFO.L3 | PF1.LO | PF1.L1 | PF1.L2 | PF1.L3
KX, AN PFO.LO PF1.LO
1.1 Dual 10 GbE KX4 PFO.L3 | PFO.L2 | PFO.L1 | PFO.LO | PF1.L3 | PF1.L2 | PF1.L1 | PF1.LO
KX, AN PFO.LO PF1.LO
1.2 Dual 10 GbE KX4 PFO.L3 | PFO.L2 | PFO.L1 | PFO.LO | PF1.LO | PF1.L1 | PF1.L2 | PF1.L3
KX, AN PFO.LO | PF1.LO
1.3 Dual 10 GbE KX4 PFO.LO | PFO.L1 | PFO.L2 | PFO.L3 | PF1.L3 | PF1.L2 | PF1.L1 | PF1.LO
Baeoime | KX AN PFO.LO PF1.LO
1.4 | Dual 10 GbE 1 GbEI/alr?ebe 4- [ kxa PF1.LO | PF1.L1 | PF1.L2 | PF1.L3 | PFO.LO | PFO.L1 | PFO.L2 | PFO.L3
KX, AN PF1.LO PFO.LO
1.5 Dual 10 GbE KX4 PF1.L3 | PF1.L2 | PF1.L1 | PF1.LO | PFO.L3 | PFO.L2 | PFO.L1 | PFO.LO
KX, AN PF1.LO PFO.LO
1.6 Dual 10 GbE KX4 PF1.L3 | PF1.L2 | PF1.L1 | PF1.LO | PFO.LO | PFO.L1 | PFO.L2 | PFO.L3
KX, AN PF1.LO | PFO.LO
1.7 Dual 10 GbE KX4 PF1.LO | PF1.L1 | PF1.L2 | PF1.L3 | PFO.L3 | PFO.L2 | PFO.L1 | PFO.LO
KX, AN PF1.LO PFO0.LO
2.01 | 40GbE KR4, KX4 PFO.LO | PFO.L1 | PFO.L2 | PFO.L3
KR, KX, AN | PFO.LO
2.11 | 40 GbE KR4, KX4 PFO.L3 | PFO.L2 | PFO.L1 | PFO.LO
et KR, KX, AN PF0.LO
2.2 |40 GbE 40 GbE/10 GbE/ | yRgq, kx4 PFO.LO | PFO.L1 | PFO.L2 | PFO.L3
1 GbE 4-lanes
KR, KX, AN PFO0.LO
2.31 | 40 GbE KR4, KX4 PF0.L3 | PFO.L2 | PFO.L1 | PFO.LO
KR, KX, AN PFO0.LO
2.4 | Dual 40 GbE Dual Port KR4, KX4 PFO.LO | PFO.L1 | PFO.L2 | PFO.L3 | PF1.LO | PF1.L1 | PF1.L2 | PF1.L3
Backplane
40 GbE/10 GbE/ | KR, KX, AN PFO.LO PF1.LO
1 GbE 4-lanes
2.41 | Dual 40 GbE Dual Port Chip- | XLAUI PFO.LO | PFO.L1 | PFO.L2 | PFO.L3 | PF1.LO | PF1.L1 | PF1.L2 | PF1.L3
to-Chip 40 GbE
2.5 Dual 40 GbE Dual Port KR4, KX4 PFO.L3 | PFO.L2 | PFO.L1 | PFO.LO | PF1.L3 | PF1.L2 | PF1.L1 | PF1.LO
Backplane
40 GbE/10 GbE/ | KR, KX, AN PFO.LO PF1.LO
1 GbE 4-lanes
2.51 | Dual 40 GbE Dual Port Chip- | XLAUI PFO.L3 | PFO.L2 | PFO.L1 | PFO.LO | PF1.L3 | PF1.L2 | PF1.L1 | PF1.LO
to-Chip 40 GbE
2.6 Dual 40 GbE Dual Port KR4, KX4 PFO.L3 | PFO.L2 | PFO.L1 | PFO.LO | PF1.LO | PF1.L1 | PF1.L2 | PF1.L3
Backplane40
GbE/10 GbE/1 KR, KX, AN PF0.LO | PF1.LO
GbE 4-lanes
2.61 | Dual 40 GbE Dual Port Chip- | XLAUI PFO.L3 | PFO.L2 | PFO.L1 | PFO.LO | PF1.LO | PF1.L1 | PF1.L2 | PF1.L3
to-Chip 40 GbE

175




[ | ®
l n t e l Ethernet Controller X710/XXV710/XL710 — Interconnects

Physical Lane: Group A Physical Lane: Group B
(]:;T;? Min SKU Application I:tetrfactla
rotoco Lo L1 L2 L3 Lo L1 L2 L3
2.7 Dual 40 GbE KR4, KX4 PFO.LO | PFO.L1 | PFO.L2 | PFO.L3 | PF1.L3 | PF1.L2 | PF1.L1 | PF1.LO
Dual Port
Backplane40 KR, KX, AN PFO.LO PF1.LO
2.8 | 40GbE GbE/10 GbE/1 [ kpa, kx4 PFO.L1 PFO.L2 | PFO.L3 | PFO.LO
GbE 4-lanes
KR, KX, AN PF0.LO
3.0 40 GbE KR, KX, AN PFO.LO | PF1.LO | PF2.LO | PF3.LO
3.1 40 GbE KR, KX, AN PFO.LO | PF1.LO | PF2.LO | PF3.LO
3.2 40 GbE KR, KX, AN PFO.LO | PF1.LO PF2.LO | PF3.LO
3.3 40 GbE Quad Port KR, KX, AN PFO0.LO PF1.LO PF2.LO PF3.LO
Backplane 1
3.4 40 GbE GbE/10 GbE KR, KX, AN PF2.LO | PF3.LO PFO.LO | PF1.LO
3.5 40 GbE Serial KR, KX, AN | PF2.LO PF3.L0 PF0.LO PF1.L0
3.6 40 GbE KR, KX, AN PF3.LO | PF2.LO | PF1.LO | PFO.LO
3.7 40 GbE KR, KX, AN PF3.LO | PF2.LO | PF1.LO | PFO.LO
3.8 40 GbE KR, KX, AN PF1.LO PF2.LO | PF3.LO | PFO.LO
4.0 40 GbE CR4 PFO.L3 | PFO.L2 | PFO.LO | PFO.L1
Single Port AN PF0.LO
QSFP+40 GbE 4-
4.1 40 GbE lane CR4 PFO.L1 | PFO.LO | PFO.L2 | PFO.L3
AN PFO0.LO
4.2 Dual 40 GbE CR4 PFO.L3 | PFO.L2 | PFO.LO | PFO.L1
Single Port AN PFO.LO
QSFP+40 GbE 4-
4.3 Dual 40 GbE lane CR4 PFO.L1 | PFO.LO | PFO.L2 | PFO.L3
AN PFO.LO
4.4 40 GbE Single Port CR4 PFO.L1 PFO.L2 | PFO.L3 | PFO.LO
QSFP+40 GbE 4-
lane AN PFO.LO
4.5 Dual 40 GbE Dual Port CR4 PFO.L3 | PFO.L2 | PFO.LO | PFO.L1 | PF1.L3 | PF1.L2 | PF1.LO | PF1.L1
QSFP+40 GbE 4-
lane AN PF0.LO PF1.LO
4.51 Dual 40 GbE Dual Port Chip- | XLAUI PFO.L3 | PFO.L2 | PFO.LO | PFO.L1 | PF1.L3 | PF1.L2 | PF1.LO | PF1.L1
to-Chip 40 GbE
5.0 40 GbE XLAUI PFO.L3 | PFO.L2 | PFO.LO | PFO.L1
5.01 XLPPI PFO.L3 | PFO.L2 | PFO.LO | PFO.L1
5.1 40 GbE XLAUI PFO.L1 | PFO.LO | PFO.L2 | PFO.L3
5.11 XLPPI PFO.L1 | PFO.LO | PFO.L2 | PFO.L3
5.2 Dual 40 GbE Single Port XLAUI PFO.L3 | PFO.L2 | PFO.LO | PFO.L1
QSFP+40 GbE 4-
5.21 lane XLPPI PFO0.L3 | PFO.L2 | PFO.LO | PFO.L1
5.3 Dual 40 GbE XLAUI PFO.L1 | PFO.LO | PFO.L2 | PFO.L3
5.31 XLPPI PFO.L1 | PFO.LO | PFO.L2 | PFO.L3
5.4 40 GbE XLAUI PFO.L1 PFO.L2 | POF.L3 | PFO.LO
5.41 XLPPI PFO.L1 PFO.L2 | PFO.L3 | PFO.LO
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?I;g Min SKU Application I:::;:::T Physical Lane: Group A Physical Lane: Group B
Lo L1 L2 L3 Lo L1 L2 L3

6.0 |40 GbE SFI PF3.LO | PF2.L0 | PFO.LO | PF1.LO
6.01 CR1 PF3.L0 | PF2.LO | PFO.LO | PF1.LO
6.2 |40 GbE SFI PF1.LO PF2.L0 | PF3.LO | PFO.LO
6.21 Quad Port CR1 PF1.LO PF2.L0 | PF3.LO | PFO.LO
6.3 |40 GbE QSFP;:Q;? CPE s PFO PF2 PF1.10 | PF3
6.31 CR1 PFO.LO | PF2 PF1..0 | PF3.LO
6.4 |40 GbE SFI PFO PF1 PF3.L0 | PF2
6.41 CR1 PFO PF1 PF3.L0 | PF2
7.0 |40GbE SFI PFO.LO | PF1.L0 | PF2.L0 | PF3.LO
7.1 | 40GbE Quad Port SFP+/ | SFL PF0.LO | PF1.LO | PF2.LO | PF3.L0
7.2 | 40GbE Backplanel0  ['gpy PF1.L0 PF2.LO | PF3.LO | PFO LO

GbE Serial
7.2 | Dual 10 GbE SFI PF1.LO PF0.LO
DP
8.0 | Dual 10 GbE XAUL PFO.LO | PFO.L1 | PFO.L2 | PFO.L3 | PF1.LO | PF1.L1 | PF1.L2 | PF1.L3
8.01 SGMII PFO.LO PF1.LO
8.1 | Dual 10 GbE XAUI PFO.L3 | PFO.L2 | PFO.L1 | PFO.LO | PF1.L3 | PF1.L2 | PF1.L1 | PF1.LO
8.11 SGMII PFO.LO PF1.LO
8.2 | Dual 10 GbE XAUL PFO.L3 | PFO.L2 | PFO.L1 | PFO.LO | PF1.LO | PF1.L1 | PF1.L2 | PF1.L3
8.21 SGMII PFO.LO | PF1.LO
8.3 | Dual 10 GbE XAUL PFO.LO | PFO.L1 | PFO.L2 | PFO.L3 | PF1.L3 | PF1.L2 | PF1.L1 | PF1.LO
8.31 Dual Port  [sam PFO.LO PF1.LO
8.4 | Dual 10 GbE xKU;%leg ftéie XAUI PF1.L0 | PF1.L1 | PF1.L2 | PF1.L3 | PFO.LO | PFO.L1 | PFO.L2 | PFO.L3
8.41 SGMII PF1.LO PF0.LO
8.5 |Dual 10 GbE XAUI PF1.L3 | PF1.L2 | PF1.L1 | PF1.LO | PFO.L3 | PFO.L2 | PFO.L1 | PFO.LO
8.51 SGMII PF1.LO PF0.LO
8.6 |Dual 10 GbE XAUL PF1.L3 | PF1.L2 | PF1.L1 | PF1.LO | PFO.LO | PFO.L1 | PFO.L2 | PFO.L3
8.61 SGMII PF1.LO | PFO.LO
8.7 |Dual 10 GbE XAUI PF1.LO | PF1.L1 | PF1.L2 | PF1.L3 | PFO.L3 | PFO.L2 | PFO.L1 | PFO.LO
8.71 SGMII PF1.LO PF0.LO
9.0 |Dual 10 GbE XAUI PFO.LO | PFO.L1 | PFO.L2 | PFO.L3 | PF1.LO | PF1.L1 | PF1.L2 | PF1.L3
9.1 |Dual 10 GbE XAUI PFO.L3 | PFO.L2 | PFO.L1 | PFO.LO | PF1.L3 | PF1.L2 | PF1.L1 | PF1.LO
9.2 | Dual 10 GbE XAUI PFO.L3 | PFO.L2 | PFO.L1 | PFO.LO | PF1.LO | PF1.L1 | PF1.L2 | PF1.L3
9.3 | Dual 10 GbE Dual Pt [xaur PFO.LO | PFO.L1 | PFO.L2 | PFO.L3 | PFL.L3 | PFL.L2 | PF1.L1 | PF1.LO
9.4 | Dual 10 GbE PHY%&‘}IG*’E XAUI PF1.L0 | PF1.L1 | PF1.L2 | PF1.L3 | PFO.LO | PFO.L1 | PFO.L2 | PFO.L3
9.5 | Dual 10 GbE XAUL PF1.L3 | PF1.L2 | PF1.L1 | PF1.LO | PFO.L3 | PFO.L2 | PFO.L1 | PFO.LO
9.6 | Dual 10 GbE XAUL PF1.L3 | PF1.L2 | PF1.L1 | PF1.LO | PFO.LO | PFO.L1 | PFO.L2 | PFO.L3
9.7 | Dual 10 GbE XAUI PF1.LO | PF1.L1 | PF1.L2 | PF1.L3 | PFO.L3 | PFO.L2 | PFO.L1 | PFO.LO
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Physical Lane: Group A Physical Lane: Group B
?;)g Min SKU Application I:tetrfacola
rotoco Lo L1 L2 L3 Lo L1 L2 L3
10.02 | 40 GbE KR, AN PFO.LO | PF1.LO | PF2.LO | PF3.LO
10.01 SGMII PFO.LO | PF1.LO | PF2.LO | PF3.LO
10.13 | 40 GbE KR, AN PFO.LO | PF1.LO | PF2.LO | PF3.LO
10.11 SGMII PFO.LO | PF1.LO | PF2.LO | PF3.LO
10.23 | 40 GbE KR, AN PF1.LO PF2.LO | PF3.LO | PFO.LO
10.21 Qiad Port I'semr PF1.LO PF2.L0 | PF3.LO | PFO.LO
PHY4x10 GbE

10.3 40 GbE KR/1 GbE SGMII SFI PFO.LO | PF1.LO | PF2.LO | PF3.LO
10.31 SGMII PFO.LO | PF1.LO | PF2.LO | PF3.LO
10.4 40 GbE SFI PFO.LO | PF1.LO | PF2.LO | PF3.LO
10.41 SGMII PFO.LO | PF1.LO | PF2.LO | PF3.LO
10.5 | 40 GbE SFI PF1.LO PF2.LO | PF3.LO | PFO.LO
10.51 SGMII PF1.LO PF2.LO | PF3.LO | PFO.LO
11 Dual 40G Dual Port 2x10 KR2 PFO.LO | PFO.L1 PF1.LO | PF1.L1

GbE-KR/ 2x1

GbE KX KR/KX/AN PFO.LO PF1.LO
11.1 Dual 40G KR2 PFO.LO | PFO.L1 | PF1.LO | PF1.L1

KR/KX/AN PFO.LO PF1.LO

12.3 | Dual 10G Dual Port SFI PFO0.LO PF1.LO

External PHY

2x10G SFI

1. Single port backplane configuration: Lane configurations are loaded from the NVM and cannot be changed dynamically, use
single port only for usage models that need fixed lane assignments. Otherwise, for all other usage models, recommend dual 40
Gb/s configuration if either group A and Group B lanes need to be used for high availability.

2.  Auto-negotiation should be enabled in KR mode in order to insure validity of electrical training.
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3.2.7

Supported media types

The following table describes the supported SFP, SFP+ and QSFP+ setups.

Speed Media Description
QSFP+ SR4 / LR4 optical Single and multi-speed.
modules
40 GbE QSFP+ AoC's These modules are identified based on the compliance code field.
Some legacy AoC require identification based on additional fields.
See Section 3.2.8 for more details.
SFP28 direct attach e Single speed.
e These modules are identified based on the SFP+ Extended Compliance
Code field.
QSFP28 DA breakout cable e Single speed.
(SFP28 side only) e These modules are identified based on the SFP+ Extended Compliance
Code field.
SFP28 optical module SR e Single speed.
e These modules are identified based on the SFP+ Extended Compliance
Code field.
25 GbE SFP28 optical module LR e Single speed.
e These modules are identified based on the SFP+ Extended Compliance
Code field.
SFP28 Active Optical Cables e Single speed.
(AOC)! e These modules are identified based on the SFP+ Extended Compliance
Code field.
SFP28 Active Copper Cables e Single speed.
(AcC)? e These modules are identified based on the SFP+ Extended Compliance
Code field.
Other e Default line-side link mode is 25GBASE-CR.
o Default host-side link mode is 40GBASE-KR.
SFP+ SR / LR single-speed (10 These modules are identified based on the compliance code field.
GbE) and multi-speed (1 GbE /
10 GbE) optical modules
SFP+ AoC's (active optical These modules are identified based on the compliance code field.
10 GbE cables) AoC cables are enabled each time the device is enabled for 10 GbE-SR.

Note: Only limiting initialization cables are supported.

QSFP+ and breakout DA twin-
ax cables or active copper
cables

These modules are identified based on the compliance code field.

1. Refer to the Inte/® Ethernet Controller X710/XXV710/XL710 Feature Support Matrix for more detail about availability.
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3.2.8 QSFP+ Legacy Active Optical Cables
(AOC) assemblies

The following flow is the EMP firmware detects AOC.
Firmware reads the following information from the optical module:
e 10 GbE/40 GbE compliance
e Transmitter technology
Legacy AOCs return the following values for above fields:
e 10 GbE/40 GbE compliance = 0
e Transmitter technology = 0

This means that the cable does not support one of the firmware approved modes: 40GBASE-CR4/
40GBASE-LR4/40GBASE-SR4.

When the compliance code returns a value of zero. For example, this is a legacy AOC firmware reads
the following information from the module:

Address Description Expected Value
130 Connector value 0x23 for no separable connector.
146 Cable length Value > 0 indicates a cable.
147 Transmitter technology | Value = 0 indicates a limiting init; 850 nm VCSEL.

If the assembly is identified as AOC then firmware sets the link mode to XLPPI, enables link-up and
reports a link mode of QSFP+ Active Direct Attach.

3.2.9 Opportunistic link setup for 40 GbE/10
GbE

When module/PHY qualification is NOT enabled, firmware configures the internal PHY and tries to bring
the link up even when a module or cable assembly does not match any of the recognized modes in
order to attempt to see if link can be established.

In such a scenario, firmware defaults the link mode, as follows, in order to allow for link to be
established opportunistically.

e If connected to QSFP+ and XLPPI is supported:

— Set the PHY to XLPPI mode and try to set up link
e Else, if SFI is supported:

— Set the PHY to SFI mode and try to set up link
e Else

— Force link down
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3.3 MC interconnects

The X710/XXV710/XL710 supports three sideband interfaces:

e SMBus
e Network Controller-Sideband (NC-SI)
e PCle (together with MCTP)

The SMBus and NC-SI interfaces are described in the sections that follow. The PCle interface is
described in Section 3.1.

3.3.1 SMBus

SMBus is an optional interface for pass-through and/or configuration traffic between an external MC
and the X710/XXV710/XL710. The SMBus channel behavior and the commands used to configure or
read status from the X710/XXV710/XL710 are described in Section 9.5.

The X710/XXV710/XL710 also enables reporting and controlling itself using the MCTP protocol over
SMBus. The MCTP interface is used by the MC to only control the NIC and not for pass through traffic.
All network ports are mapped to a single MCTP endpoint on SMBus. For further information, see
Section 9.7.

3.3.1.1 Channel behavior

The SMBus specification defines a maximum frequency of 100 KHz. However, when acting as a slave,
the X710/XXV710/XL710 can receive transactions with a clock running at up to 400 KHz. When acting
as a master, it can toggle the clock at 100 KHz, or 400 KHz. The speed used is set by the SMBus
Connection Speed field in the SMBus Notification Timeout and Flags NVM word.

3.3.2 NC-SI interface

The NC-SI interface in the X710/XXV710/XL710 is a connection to an external MC defined by the DMTF
NC-SI protocol. It operates as a single interface with an external MC, where all traffic between the
X710/XXV710/XL710 and the MC flows through the interface.

The X710/XXV710/XL710 supports the standard DMTF NC-SI protocol for both pass-through and
control traffic as defined in Section 9.6.

3.3.2.1 Electrical characteristics

The X710/XXV710/XL710 complies with the electrical characteristics defined in the NC-SI specification.
The X710/XXV710/XL710’s NC-SI behavior is configured at power-up in the following manner:

e The Multi-Drop NC-SI NVM bit defines the NC-SI topology (point-to-point or multi-drop; the default
is point-to-point).
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The X710/XXV710/XL710 dynamically drives its NC-SI output signals (NC-SI_DV and NC-SI_RX) as
required by the sideband protocol:
e At power-up, the X710/XXV710/XL710 floats the NC-SI outputs.

e If the X710/XXV710/XL710 operates in point-to-point mode, it starts driving the NC-SI outputs
some time following power-up.

e If the X710/XXV710/XL710 operates in a multi-drop mode, it drives the NC-SI outputs as
configured by the MC.

3.3.2.2 NC-SI transactions

The NC-SI link supports both pass-through traffic between the MC and the X710/XXV710/XL710 LAN
functions, as well as configuration traffic between the MC and the X710/XXV710/XL710’s internal units
as defined in the NC-SI protocol. See Section 9.6.2 for more details.
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3.4 Non-volatile Memory (NVM)

3.4.1 General overview

There are new conditions specific to the X710/XXV710/XL710 that induced a new approach concerning
NVM access:

e LAN traffic can be handled only if the EMP code runs
¢ For flexibility reasons, the main EMP code is retrieved from the NVM and not from ROM.

3.4.1.1 Requirements on NVM access

The basic requirements from NVM access in the X710/XXV710/XL710 include the following:

1. Guarantee that only Intel provided firmware code (EMP) is run by the X710/XXV710/XL710.

a. Intel prevents older NVM images from replacing newer NVM images with an incremented rollback
revision number. Note the rollback revision number is separate from any other version fields that
might be used to distinguish versions of NVMs that modify functionality or device settings.

2. Protect NVM update flow from power failure before completion. This implies the image-update
procedure of modules uses a double-bank policy.

3. Meet the boot time requirements described in Section 4.2.1.

4. Guarantee that NVM settings that are critical for the X710/XXV710/XL710’s accessibility from the
host be provided only by Intel, but can still be replaced in the field with another Intel provided
setting if necessary. It relates to the following NVM module:

a. PCle analog

b. RO PCIR registers auto-load
c. PHY analog

d. RO PCIe LCB

Requirements 1 and 4 imply that the contents of several modules be protected via authentication while
others be made RO. Refer to Section 3.4.9 for details about NVM authentication.

3.4.1.2 Operational limitations

The NVM protection method selected in the X710/XXV710/XL710 relies on an authenticate on update
concept. It means that the protected modules are not authenticated after initialization, but only before
committing to a module update operation. NVM protection is guaranteed by an induction authentication
chain, starting from a first secured NVM image and requiring that any step taken later on for modifying
the image be secured.

This method induces several limitations and restricted working assumptions:

1. A first good EMP image is loaded into the Flash at the manufacturing site that is assumed to be
safe. For example, it can be done via physical means such as nail bed.
a. It assumes customers (OEM and end-user) know the source of the installed components, the
supply chain producing these components is not compromised during manufacturing, and after
being deployed the NIC/LOM is physically protected from modification.
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b. The possibility exists that unauthorized firmware be loaded into the X710/XXV710/XL710 via
physical modification post manufacturing, as well as supply chain vulnerabilities. However,
firmware updates via programmatic (software) methods are enhanced to require authentication
prior to updating NVM settings. Furthermore, host software can independently detect whether
the firmware image has an invalid digital signature.

2. In normal operating mode, NVM write accesses are controlled by the X710/XXV710/XL710 (by EMP)
and cannot be performed via the memory mapped accesses. Memory mapped NVM access remains
available for NVM read accesses only. For simplicity and flexibility reasons, NVM write accesses
(except for VPD) can be initiated only via an admin command or following to a MC command, which
are both handled by the EMP.

. All supported Flash parts share the same set of opcodes used by the X710/XXV710/XL710.

4. A blank Flash programming mode is provided (besides the normal programming mode previously
mentioned in item 2.) where the Flash can be programmed directly without the EMP being involved
via one of the legacy methods:

a. Memory mapped write via host memory BAR.

b. Bit banging (GLNVM_FLA register).

5. The blank Flash programming mode is not safe, and must therefore be used only as a last resort to
recover from initial mis-configuration. This programming mode is entered either:

a. When a blank Flash is detected.

b. When the EMP image loaded (even if authenticated by Intel) does not belong to the X710/
XXV710/XL710.

When the host debug mode is entered via a dedicated JTAG code (0x3E) or via a strapping pins
combination, the host can remove address protection of the PF space and write into the register that
controls the blank Flash programming mode.

w

3.4.2 Flash device requirements

The X710/XXV710/XL710 merges the 82599 legacy EEPROM and Flash content in a single Flash device.
Flash devices require a sector erase instruction if a cell is modified from Ob to 1b. As a result, in order
to update a single byte (or block of data) it is required to erase it first. The X710/XXV710/XL710
supports Flash devices with a sector erase size of 4 KB. Note that many Flash vendors are using the
term sector differently. The X710/XXV710/XL710 Datasheet uses the term Flash sector for a logic
section of 4 KB.

The X710/XXV710/XL710 supports Flash devices that are either write-protected by default after power-
up or not. The X710/XXV710/XL710 is responsible to remove the protection by sending the write-
protection removal opcode to the Flash after power up.

The Flash part is clocked by the X710/XXV710/XL710 at ~25 MHz and no fast read opcode/sequence is
used.

The following opcodes are supported by the X710/XXV710/XL710 as they are common to all supported
Flash devices:

1. Write Enable (0x06).

Read Status Register (0x05).

Write Status Register (0x01). The written data is 0x00 to cancel the Flash default protection.
Read Data (0x03). Burst read is supported.

Byte/Page Program (0x02). To program 1 to 256 data bytes.

4 KB Sector-Erase (0x20).

Chip Erase (0xC7).

Read (JEDEC) Identification (0Ox9F).

ONoOUhWN
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3.4.3 Shadow RAM

NVM modules that meet one of these criteria must also be mirrored internally into a shadow RAM that is
loaded once after POR:

1. Software must be able to partially update the module without being forced to rewrite the entire
module (like SMBus address, VPD, etc.).

Unlike an EEPROM, Flash devices require rewriting an entire sector even if it comes to updating a
single byte. The partial update is first performed against the shadow RAM. Later on, the X710/
XXV710/XL710 commits the entire updated shadow RAM into the Flash.

2. On device-level resets (in contrast to function-level resets), the module (or parts of it) is auto-
loaded by the X710/XXV710/XL710 into registers that are mapped to the host memory BAR.

Auto-load done after PCIe fundamental resets (POR and PERST#) must be completed within a
bounded time, and cannot wait for the delays involved by a sector erase operation (hundreds of
ms) that could have been initiated just before. Flash read accesses are suspended until a Flash
sector erase operation completes. NVM auto-load performed further to device-level resets are done
from the internal shadow RAM into the registers, without involving Flash read cycles.

The X710/XXV710/XL710 maintains the first 32 x 4 KB sectors of the Flash for the configuration content
that must be mirrored into the shadow RAM. These sectors are organized in two equally sized banks,
each one capable of containing the entire shadow RAM contents. These banks are referred to as the
basic NVM banks. At any time one of these two banks must be valid or else the X710/XXV710/XL710 is
set by hardware default and enters into blank Flash programming mode (refer to Section 3.4.4.2).

Following a Power On Reset (POR), the X710/XXV710/XL710 copies the valid bank of the Flash device
into the internal shadow RAM, which is made resilient to device-level resets that might occur later on.
The valid bank is the lowest indexed bank with the validity field content read as 01b. The NVM Validity
field is located at NVM Control Word 1. At any time, the valid bank is referred to as the current basic
bank, while the other is referred as the next basic bank. Any further accesses of software to this section
of the NVM are directed to the internal shadow RAM. Modifications made to the shadow RAM content
are then copied by the X710/XXV710/XL710 into the next bank of the NVM, flipping circularly the valid
bank between bank 0 and bank 1 of the Flash.

This mechanism also provides a way for software to protect an image-update procedure from power
down events by establishing a dual-bank policy even when performing a module partial update.

Figure 3-8 shows the shadow RAM mapping and interface.

187



Ethernet Controller X710/XXV710/XL710 — Interconnects

Other

> modules
\ r\ J,
2 Banks . SR Update
\\ Internal
Shadow RAM (SR)

Figure 3-8. NVM shadow RAM

3.4.4

3.4.4.1

Normal mode

NVM access modes

For BIOS read accesses and VPD accesses, any read or write access to the NVM by the host must be
preceded by taking ownership of the NVM resource via the Request Resource Ownership admin
command. Refer to Section 7.10.11.5. This prevents the following situations:

1. Reading a module that is currently being modified by another entity.

2. Concurrent modifying a module contents.

3.4.4.1.1 Normal read access

Read accesses to the NVM do not require the EMP being involved (except if performed via the NVM Read

admin command). Available read accesses are as follows:

1. An NVM Read admin command from the PF.
2. VPD register set. The EMP asserts the Done bit.

3. Memory mapped read via the memory/expansion ROM BAR. To save host memory addresses,
memory BAR access to the NVM is not always available. It is enabled/disabled by setting the
Flash_Expose bit in the NVM (or setting the GLPCI_LBARCTRL.FLASH_EXPOSE CSR bit).

3.4.4.1.2
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Write accesses to the NVM are controlled by the EMP. Two accesses are provided:

1. An NVM Update admin command from the PF.
2. VPD register set. The EMP asserts the Done bit.

NVM write access attempts performed via the memory/expansion ROM BARs are not performed by the
X710/XXV710/XL710, although PCle transactions are (apparently) normally completed.

3.4.4.2 Blank Flash programming mode

The X710/XXV710/XL710 enters blank Flash programming mode based on the following:

a. When a blank Flash is detected. It means that the NVM Validity field (NVM Control Word 1) read
from the two basic banks is not equal to 01b.
. When the EMP image read at initialization time does not belong to the X710/XXV710/XL710.
c. When host debug mode is entered via a dedicated JTAG code (0x3E) or via a strapping pin
combination, the host can remove address protection of the PF space and then clear the
GLNVM_FLA.LOCKED bit. It is recommended that Flash programming platforms at
manufacturing sites be provided with the JTAG and/or a strapping option as a back-up means.

This mode is not safe and must be used only at manufacturing time and/or as a last resort to recover
from initial mis-configurations. Only host access to the Flash and shadow RAM is guaranteed when in
this mode.

It is not recommended to enter this mode at run time because no resource ownership taking is required
prior to accessing the NVM. Also, taking resource ownership requires an operational EMP, which is not
the case when in this mode.

When the X710/XXV710/XL710 is in this mode (see steps a. and b. previously described), the EMP code
not loaded from the NVM and the EMP remains disabled. The X710/XXV710/XL710 is not able to
exchange any kind of traffic over the lines and no admin command can be posted. The X710/XXV710/
XL710 is in an unknown operational state where only the Flash programming flow is operational.

3.4.4.2.1 Additional NVM accesses

Additional NVM accesses are enabled while in blank Flash programming mode:

1. Direct bit-banging access to the Flash part via GLNVM_FLA register — It can be used for read and
write operations of the NVM content or the Flash part Control and Status registers.

2. Memory mapped write to the Flash via memory BAR— When in this mode, the memory BAR access
to the Flash is always available since the GLPCI_LBARCTRL.FLASH_EXPOSE CSR bit is set by
default.

3. The GLNVM_SRCTL, GLNVM_SRDATA register set for a write into shadow RAM.

The GLNVM_FLA.LOCKED bit — It indicates (when = to 1b) that the GLNVM_FLA register and that the
memory-mapped NVM write access is locked to all software (normal programming mode). When = to
Ob, software can use the bit-banging and the memory-mapped write accesses to directly access the
NVM device. The bit assertion to 1b is controlled by hardware (with no EMP involved) and once asserted
it is reset only on the next POR event.

3.4.5 NVM update flows

The flows described in this section only affects normal programming mode. When in the blank Flash
programming mode, refer to NVM access procedures described in Section 3.4.8.
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It is assumed that an NVM update sequence does not last beyond the NVM ownership timeout for a
write of three minutes. Refer to Table 7-213. Otherwise, the sequence must be fragmented in several
shorter sequences, releasing NVM ownership in between.

The software tool is responsible to re-compute and update the software checksum (word 0x3F) each
time a change was made to words 0x00-0x3E further to NVM Update commands issued.

3.4.5.1 Flash high level map

3

KB,1160KB _1160KB_ .1160KB_ 16KB

64KB A, 64KB _8KBB8KB gK

ST ——>
1
ﬁ E 1st Free|scratch
Area Pad
\N g ) Pad
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I
Modules pointed from NVM header

Internal
shadow RAM

Figure 3-9. Flash high level map

Figure 3-9 shows the high level mapping of the NVM in the X710/XXV710/XL710, while the exact
mapping is given in Chapter 6.0. It is made of the following areas:
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Two basic banks a, b — Among other modules, it contains the VPD area. The current valid bank is
mirrored into the internal shadow RAM at POR events. Changes that are made in the shadow RAM
are finally dumped into the next bank, which becomes the current valid, and forth cyclically. Refer
to Section 3.4.5.2 and Section 3.4.5.3for more detail. See Section 3.4.5.5 for the shadow RAM
update flows.

EMP Image Area — contain the firmware code to be run by the EMP embedded processor. It
requires authentication before an update. Refer to Section 3.4.5.5 for the update flow. The last 4
KB sector of the EMP image is covered by authentication but is not part of the compiled EMP code
version. This sector contains commands to EMP for updating NVM RO words and modules. This last
EMP image sector is referred as the RO commands section.

Expansion/Option ROM Area (OROM area)— It contains pre-boot code and settings read by BIOS.
Refer to Section 3.4.5.4 for the update flow. Pre-boot code is authenticated by BIOS at initialization
time before being executed. Pre-boot code is also internally authenticated on update.

First free area— The free provisioning area used for modifying one of the 1160 KB long areas such
as the EMP image area. Once the new module content has been written into the first free area, the
old module area is used as the new first free area, and forth cyclically.

EMP Global, MNG, and EMP Settings Modules— They contain information to be handled by the EMP.
Refer to Section 3.4.5.4 for the update flow.
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e PCIe Analog and PHY Analog Modules— These modules are only loaded by the X710/XXV710/XL710
at power-up events. Refer to Section 3.4.5.5 for the update flow.

e Second Free Area— The free provisioning area used for modifying one of the 8 KB long areas such
as EMP settings or MNG areas. Once the new module content has been written into the second free
area, the old module area is used as the new second free area, and forth cyclically.

Refer to Section 6.3 for the detailed NVM map.

3.4.5.2 VPD update

3.4.5.2.1 First VPD area programming

The VPD capability is exposed on the PCle interface only if the GLPCI_CAPCTRL.VPD_EN bit is set to 1b,
regardless to any other sanity check that is performed on the VPD area contents.

The VPD area and VPD pointer must be written on a blank Flash and must contain a valid contents from
this first programming. If the VPD Write Enable bit is set to 1b in NVM Security Control word (offset
0x02), the entire VPD area can be modified later on by a host via the NVM Update AQ command. If VPD
tags were modified, it is required to issue a PCle reset before write accessing the VPD area from PCle
configuration space.

3.4.5.2.2 VPD area update from PCIe configuration space

The flow described on this section is used once the VPD area contents and pointer have been already
programmed in the NVM and loaded into the X710/XXV710/XL710.

1. A PF VPD software performs a VPD write — It sets write offset/data into VPD register set of the
relevant PF configuration space, setting the VPD Flag (bit 15 in VPD Address register 0x0E2).

2. Hardware notifies the EMP — It issues a internal VPD access interrupt to the EMP to notify it of the
VPD access and of the PF affected.

3. The EMP checks that the VPD write is allowed — It checks that the write offset points to the VPD-
RW area (and not to a VPD RO area).

a. If not, the EMP clears the VPD Flag in the PF configuration space to notify PF VPD software that
the transaction completed and then exits the flow.

4. EMP writes the change into shadow RAM.

5. The EMP completes the VPD access to software — The EMP clears the VPD Flag in the PF
configuration space to notify PF VPD software that the access completed.

6. The EMP takes ownership over the NVM resources for a write — The EMP checks that the NVM is not
busy and not owned by software. It then marks it internally to be owned by the EMP for a write
operation, starting the 3-minute timer. Refer to Table 7-213.

e If the Flash is busy by a previous sector erase operation or if NVM ownership is held by
software, it might that the flow needs to be restarted from step 1. at this stage by
successive VPD write accesses initiated by VPD software. That way, successive VPD writes
might generate only two next bank erase operations, one for the first and one for the last
VPD write in a sequence, thus increasing Flash longevity.

7. The EMP erases the next bank — It erases the contents of the next basic bank sectors, via the
procedure described in Section 3.4.8.3.

8. The EMP copies shadow RAM into the next bank — It copies the shadow RAM into the next basic
bank sectors with the exception of the Validity field, which is left as all ones.

9. The EMP checks the Flash write — The new bank content is read and checked to be identical to the
shadow RAM contents. This can be done in the course of writing to the Flash using previous step.
a. If not (such as Flash defect), exit the flow. The EMP releases the NVM ownership (internally).

Refer to Section 7.10.11.6.
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b. If the check was successful, the EMP validates the new bank and invalidates the old bank.
— The Validity field of the new bank is set to 01b. The EMP checks that the Validity field is read as
written in the Flash. If not, then go to the previous sub-step.

— The EMP toggles the state of the BANK1VAL bit in the GLNVM_GENS register to indicate that the
non-valid bank became the valid one and vice versa.

— The current (old) bank is invalidated by setting its Validity field to 00b.
— The EMP releases the NVM ownership (internally). Refer to Section 7.10.11.6.

Note: Users must be made aware that dumping the VPD change into the Flash might take a few
hundreds of a ms after the VPD transaction completes to software (by clearing the VPD Flag).
As a result, they must wait few seconds before they can shut down the system.

If the VPD write access is attempted by the host when the X710/XXV710/XL710 has just
started a shadow RAM dump (step 8), then it might be that the write request times out.

3.4.5.3 Updating a RW module or RW words mapped
inside shadow RAM

Besides any RW word in the NVM header (refer to the list of RO words in Section 6.1.1), the following
NVM modules are affected by this flow:

e PCIR Registers Auto-load (pointed by NVM word 0x08).
e PBA Block (pointed by NVM word 0x16).
e Boot Configuration (pointed by NVM word 0x17).
e \VVPD Area (pointed by NVM word 0x2F) — if the VPD Write Enable bit is set to 1b.
e PXE Setup Options (pointed by NVM word 0x30).
e PXE Configuration Customization Options (pointed by NVM word 0x31).
¢ VLAN Configuration Block (pointed by NVM word 0x37).
e POR Registers Auto-load (pointed by NVM word 0x38).
e GLOBR Registers Auto-load (pointed by NVM word 0x3B).
e CORER Registers Auto-load (pointed by NVM word 0x3C).
The flow is as follows:

1. Software takes ownership over the NVM resource for a write (see Section 7.10.11.5).
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2. Software issues one or several NVM Update commands or NVM Config Write commands — It posts
the NVM Update admin command to the EMP with the Authenticated bit cleared, providing the
following parameters (see Section 3.4.10.3):

e Address in the NVM header of the pointer to the module or 0x0000 for updating a RW word
of the NVM header

e Offset inside the module
e  Buffer in host memory
e Buffer length (maximum supported is 4 KB)

If the Last Command bit is cleared in the command, it means that the command belongs to a
complex NVM update operation made of several elementary NVM update commands that are posted
in the admin queue. In between completions of elementary commands in a chain, other commands
can be posted by a PF, besides other NVM-related commands. The entire NVM change is committed
to the Flash part only once the last NVM command of the sequence is processed.

It is assumed that each command in the sequence leaves the shadow RAM with a usable/consistent
contents as needed if a device-level reset occurs in the middle of the NVM update sequence.

The Flush on Error (FE) bit must be set for all the commands of a sequence, with the exception of

the last one.

3. The EMP checks that the command is valid and posts a response to software — It performs the
following command validity checks and posts a response (ACK/NACK) to software. If one check fails
then the EMP flushes the remaining NVM update commands (if any) of the sequence and exits the
flow. Otherwise, if no error is encountered, the EMP schedules the NVM command to run in a
separate thread, resuming from the next step.

a. The pointer location is not a RO module or word (refer to RO words in Section 6.1.1). The size
of a RO module mapped to the shadow RAM is given at the first word of the module. See
Section 6.1.5.1.

b. The start/end offsets, once applied to the module’s location in the basic bank, do not lead to
addresses beyond the shadow RAM size.

c. The start/end offsets, once applied to the module’s location in the basic bank, do not overwrite
contents of a RO module.

d. If the pointer location is 0x0000, it means that the NVM update operation might affect fields in
the NVM header. In that case, it must be checked that the start/end offsets does not lead to write
over RO words.

4. The EMP writes the change into shadow RAM.

5. If the pointer is the to the PFA (0x40), the EMP parses the modified PFA contents and performs the
required configuration changes throughout the internal SR according to the meta-data section,
otherwise, only the specific section within the PFA is updated.

a. If items loaded at EMPR only (such as the MNG filter module) were modified, firmware updates
them into the device RAM or registers.

6. If the Last Command bit is set in the command — The EMP commits the change into the next basic
bank by performing the following steps. Otherwise, it completes the command to software, exits
the flow and goes back to step 2. when the next command is posted.

7. The EMP erases next bank — It erases the contents of the next basic shadow RAM bank sectors, via
the procedure described in Section 3.4.8.3.

8. The EMP copies the internal shadow RAM into next SR bank — It copies the shadow RAM into the
next basic shadow RAM bank sectors with the exception of the Validity field, which is left as all
ones.

9. The EMP checks the Flash write — The new bank content is read and checked to be identical to the
shadow RAM contents. This can be done in the course of writing to the Flash using a previous step.
a. If not (such as Flash defect), return an error status — The command completes to software (in

the next step) with the Flash defect error bit set.

b. If the check was successful, the EMP validates the new bank and invalidates the old bank.
— The Validity field of the new bank is set to 01b. The EMP checks that the Validity field is read as
written in the Flash. If not, then go to the previous sub-step.
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— The EMP toggles the state of the BANK1VAL bit in the GLNVM_GENS register to indicate that the
non-valid bank became the valid one and vice versa.
— The current (old) bank is invalidated by setting its Validity field to 00b.
10. The EMP posts an event completion on ARQ to software.

a. If the NVM ownership timeout for write ends before reaching this step, the EMP flushes the
remaining NVM update commands (if any) of the sequence, reporting a timeout error status.

11. Software releases NVM ownership (seeSection 7.10.11.6).

12. Software initiates a system reset (PERST) for loading the modifications into the X710/XXV710/
XL710.

Note: In order to allow adding a new shadow RAM RW module in the future without requiring a new
EMP image to be loaded before, the list of concerned modules is not exhaustive, and
therefore EMP must not check that the module(s) to be updated belongs to the list.

3.4.5.4 Reprogramming a non-authenticated module
mapped outside shadow RAM

The following flow only supports the full module replacement via a double-bank policy. The following
NVM modules are affected by this flow:

1. EMP Global (pointed by NVM word 0x09).

Manageability (pointed by NVM word 0xOE).

PHY Configuration Scripts (pointed by NVM word 0x3D).
EMP Settings (pointed by NVM word 0OxO0F).

Configuration Metadata (pointed by NVM word 0x4D).
External 25 GbE PHY Global (pointed by NVM word 0x4F).

ouhAwWN

Note: The contents of the modules in the list cannot alter the programming path from the host to
the NVM. Thus, a mis-configuration of these modules cannot permanently disable the X710/
XXV710/XL710.

EMP Global, Manageability, PHY Configuration Scripts and EMP Settings modules use the second free
provisioning area pointer (NVM word 0x46) for their bank swap. This free area is made up of two
consecutive 4 KB sectors and it is used for the update of one module at a time. The Configuration
Metadata and External 25 GbE PHY Global modules use the third free provisioning area pointer (NVM
word 0x44 with a size of 128 KB) for their bank swap.

1. Software takes ownership over the NVM resource for a write— Refer to Section 7.10.11.5.
2. Software issues one or several NVM Erase and/or Update commands — It posts an NVM Erase/
Update admin command to the EMP, providing the following parameters (see Section 3.4.10.3):
e Address in the NVM of the pointer to one of the modules previously listed.

It is software’s responsibility to erase a Flash sector prior to writing it.

If the Last Command bit is cleared in the command, it means that the command belongs to a
complex NVM update operation made up of several elementary NVM Update and/or Erase
commands that are posted in the admin queue. In between completions of elementary commands
in a chain, other commands can be posted by a PF, besides other NVM-related commands. The
pointers are updated in the Flash part only once the last NVM command of the sequence is
processed.

The Flush on Error (FE) bit must be set for all the commands of a sequence with the exception of
the last one.

3. The EMP checks that the command is valid and posts a response to software — It performs the
following command validity checks and posts a response (ACK/NACK) to software. If one check fails
then the EMP flushes the remaining NVM update commands (if any) of the sequence and exits the
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10.

11.

12

13.

flow. Otherwise, if no error is encountered, the EMP schedules the NVM command to run in a
separate thread, resuming from the next step.

a. The pointer location belongs to one of the modules in the list.

b. The start/end offsets, once applied to the relevant free area, do not lead to addresses beyond
the free area size.

c. The start/end offsets, once applied to the relevant free area, do not spread over two consecutive
4 KB sectors.

. The EMP erases/writes the free provisioning area — According to the command, the EMP erases the

4 KB sector in the free provisioning area via the procedure previously described in Section 3.4.8.3
or writes the change required by the (elementary) command into it.

. If the update sequence did not end, the EMP posts an event completion on ARQ to software — If the

Last Command bit is cleared in the (elementary) command, the EMP completes the command and
then goes to back to step 3. of this flow for the processing of the next (elementary) command of
the sequence.

. If the update sequence ended, the EMP swaps pointers — If the Last Command bit is set in the

command, the EMP swaps between the module’s pointer and the free provisioning area pointers in
the shadow RAM NVM header.

. The EMP erases the next bank — It erases the contents of the next basic bank sectors, via the

procedure described in Section 3.4.8.3.

. The EMP copies shadow RAM into the next bank — It copies the shadow RAM into the next basic

bank sector switch the exception of the Validity field, which is left to all ones.

. The EMP checks the Flash write — New bank content is read and checked to be identical to the

shadow RAM contents. This can be done in the course of writing to the Flash using a previous step.

a. Ifitis not (like Flash defect), return an error status — The EMP swaps back the two pointers in
shadow RAM and the command completes to software (in the next step) with the Flash defect
error bit set.

— If the check was successful, The EMP validates the new bank and invalidates the old bank.The
Validity field of the new bank is set to 01b. The EMP checks the Validity field is read as written
in the Flash. If not, it goes to the previous sub-step.

— The EMP toggles the state of the BANK1VAL bit in the GLNVM_GENS register to indicate that the
non-valid bank became the valid one and visa versa.

— The current (old) bank is in-validated by setting its Validity field to 00b.

The EMP posts an event completion on ARQ to software.

a. If the NVM ownership timeout for write ends before reaching this step, the EMP flushes the
remaining NVM update commands (if any) of the sequence, reporting a time out error status.

Software releases NVM ownership (see Section 7.10.11.6).

. Software initiates a device reset (PCIR, CORER, or GLOBR) for loading the modifications into the

X710/XXV710/XL710.

If the module modified is the manageability or the EMP settings module, then the EMP resets itself
according to the flow described in Section 4.1.2.7 for loading the new settings into the X710/
XXV710/XL710.

Note: The contents of the old module cannot be erased by a software command prior to completing

this flow.
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Figure 3-10. Initial state before the NVM update command
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Figure 3-11. Final state after completion of the NVM update command
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3.4.5.5 Reprogramming an authenticated module
mapped outside shadow RAM

The following flow only supports the full module replacement via a double-bank policy. The following
NVM modules are affected by this flow:

1. Option ROM (pointed by NVM word 0x05)
2. EMP Image (pointed by NVM word 0x0B)
3. PCle Analog (pointed by NVM word 0x03)
4. PHY Analog (pointed by NVM word 0x04)

The first free area pointer (NVM word 0x40) is used for the bank swap of the first two modules. This
free area must be sized exactly to 1160 KB.

The last two modules previously listed use the second free area pointer (NVM word 0x46) for their bank
swap. This free area is made up of two consecutive 4 KB sectors.

A free area is used for the update of one single module at once.

1. Software takes ownership over the NVM resource for a write— Refer to Section 7.10.11.5.

2. Software issues one or several NVM Erase and/or Update commands — It posts the NVM Erase/
Update admin command to the EMP, providing the following parameters (refer to Section 3.4.10.3):

e Address in the NVM of the pointer to one of the modules previously listed
e Offset inside the module

e Buffer in host memory

. Buffer length (maximum supported is 4 KB)

It is software’s responsibility to erase a Flash sector prior to writing it.

If the Last Command bit is cleared in the command, it means that the command belongs to a
complex NVM update operation made up of several elementary NVM update and/or erase
commands that are posted in the admin queue. In between completions of elementary commands
in a chain, other commands can be posted by a PF, besides other NVM-related commands. The
entire 1160 KB free provisioning area must always be written.

It is software’s responsibility to issue the required NVM Erase commands prior to issuing NVM
Update commands.

The Flush on Error (FE) bit must be set for all commands of a sequence with the exception of the
last one.

3. The EMP checks that the command is valid and posts a response to software — It performs the
following command validity checks and posts a response (ACK/NACK) to software. If one check fails
then the EMP flushes the remaining NVM Update commands (if any) of the sequence and then exits
the flow. Otherwise, if no error is encountered, the EMP schedules the NVM command to run in a
separate thread, resuming from the next step.

a. The pointer location belongs to one of the modules in the list.

b. The start/end offsets, once applied to the relevant free area, do not lead to addresses beyond
the free area size.

c. The start/end offsets, once applied to the relevant free area, do not spread over two consecutive
4 KB sectors

4. The EMP erases/writes the free provisioning area — According to the command, the EMP erases the
4 KB sector in the free provisioning area via the procedure described in Section 3.4.8.3 or writes
the change required by the (elementary) command into it.

5. If the update sequence did not end, the EMP posts an event completion on ARQ to software — If the
Last Command bit is cleared in the (elementary) command, the EMP completes the command and
then goes back to step 3. of this flow for the processing of the next (elementary) command of the
sequence.

6. The EMP EMP checks that the rollback revision (lad_srev field in CSS header) of the new module is
greater than or equal to the Minimum Rollback Revision (MinRRev) value for the module.
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7.

10.

11.

12.

13.

14.

15.
16.

a. If the check fails, the command is completed to software with the Rollback Revision Check Fails
bit set. The EMP goes to step 15.

The EMP checks the X710/XXV710/XL710 Blank NVM Device ID and Module ID fields — it checks

that the the X710/XXV710/XL710 Blank NVM Device ID field written in the new module is 0x154B.

The EMP checks that the 30 LS bits of the Module ID field in the CSS header correspond to the

module currently being updated.

a. If one of the checks fails, the command is completed to software with the EACCES bit set. The
EMP goes to step 15.

b. Note that before authenticating the PCle analog, PHY analog module, or option ROM module, the
module must be appended with the last 330 words of the module's area, as the CSS header has
been moved to the module's trailer. Refer to Section 6.1.5.2 for more details.

. If an update sequence ended, the EMP checks CRC8 and authenticates the module — It reads the

new module from the Flash, makes sure its CRC8 is valid and then authenticates its signature

according to the procedure described in Section 3.4.9. This can be done in the course of writing to

the Flash using the previous steps.

a. If one of the checks fail, the command is completed to software with the relevant error bit set,
either the Public Key Check Fails bit or the Module Signature Check Fails bit. The EMP goes to
step 15.

. The EMP swaps pointers — The EMP swaps between the module’s pointer and the free provisioning

area pointers in the NVM header of the shadow RAM to point to the next module’s bank.

The EMP erases next bank - It erases the contents of the next shadow RAM bank sectors, via the
procedure described in Section 3.4.8.3.

The EMP copies shadow RAM into next bank — It copies the shadow RAM into the next bank sectors
with the exception of the Validity field, which is left as all ones.

The EMP checks the Flash write — The new shadow RAM bank content is read and checked to be
identical to the shadow RAM contents. This can be done in the course of writing to the Flash at the
previous step.

— If not (such as Flash defect), return an error status - The EMP recovers the previous module’s
pointers in the shadow RAM and the command is completed to software (in the next step) with
the Flash defect error bit set.

b. If tILe cEeck completed successfully, the EMP validates the new SR bank and invalidates the old
SR ban

— Validity field of the new bank is set to 01b. The EMP checks the Validity field is read as written
into the Flash. If not, it goes to the previous sub-step.

— EMP toggles the state of the BANK1VAL bit in the GLNVM_GENS register to indicate that the
non-valid bank became the valid one and visa versa.

— The current (old) bank is invalidated by setting its validity field to 00b.

If the module updated was the EMP image.
a. If the last command in the flow completed with an error, then go to next step to report the error.

The EMP posts an event completion on ARQ to software — It posts a completion/response to the
last admin command of the sequence.

Software releases NVM ownership. Refer to Section 7.10.11.6.

If the module updated was included the EMP image, EMP resets itself according to the flow
described in Section 4.1.2.7 and reloads from the new EMP image.

Note: Contents of the old module cannot be erased by a software command prior to completing this

flow.

3.4.5.6 Update link mode

This section describes the steps required to change link mode between 4x10G and 1x40G or 2x40G.

Software should follow the following sequence:
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. Take NVM ownership for write (using the Request Resource Ownership AQC).

Issue an NVM Config Read admin command for feature OxFFF1 (see the note that follows).

. Compare the read selection with the desired one. If the two are identical, do nothing and exit the

flow (see the note that follows).

Issue an NVM Config Write admin command while using one of the command buffers described next
(according to the desired link mode transition).

a. Transition to 1x40G: Feature_ID = OxFFF1; Feature Options = 0x0; Feature selection = 0x0001.
b. Transition to 2x40G: Feature_ID = OxFFF1; Feature Options = 0x0; Feature selection = 0x0501.
c. Transition to 4x10G: Feature_ID = OxFFF1; Feature Options = 0x0; Feature selection = 0x0002.
Send an NVM_Update AQC to trigger a shadow RAM dump.

Wait for the NVM_Update Completion Event.

Release NVM ownership (using the Release Shared Resource AQC).

Perform PERST reset to apply the new NVM configuration. The PERST triggers GLOBR internally.

Note: Steps 2 and 3 are optional.

3.4.6 NVM clients and low level interfaces

There are several clients that can access the NVM to different address ranges via different access
modes, methods, and low-level interfaces. The various clients to the NVM are hardware, software tools
(BIOS, etc.), drivers, EMP, MC (via EMP), and VPD software.

Table 3-79 lists the different accesses to the NVM.

Table 3-79. Clients and access types to the NVM

Accessed .
Client thz/leé\hcct):gss PeArfo!-med AlégE::sasIRBay:; o NVM Access Interface (CSRs or Other)
gainst
VPD Software Parallel (32-bits) Shadow RAM | 0x000000 - VPD Address and Data registers. Any write access is
0x0003FF from immediately pushed by the X710/XXV710/XL710
VPD module into the Flash.
beginning
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Table 3-79. Clients and access types to the NVM

Accessed .
Client NVM Access Performed Logical Byte NVM Access Interface (CSRs or Other)
Method . Address Range
Against
PF Software Parallel via memory | Flash Part 0x000000 - The address is relative to the beginning of the
(CSR) Bar (32-bits OxFFFFFF Flash.
read, 8-bits write)
Write allowed only
in blank Flash
programming mode
Parallel via Flash Part 0x020000 - This logical address range is relative to the
expansion ROM BAR OxFFFFFF beginning of the expansion ROM module. Write
(32 bits read only) access to the Flash via expansion ROM BAR is not
performed (silently dropped).
Via AQC Flash Part/ 0x000000 - NVM read, NVM erase and NVM update admin
Shadow RAM | 0x00FFFF commands.
Parallel (16-bits) Shadow RAM | 0x000000 - GLNVM_SRCTL and GLNVM_SRDATA registers for a
0xOOFFFF read from shadow RAM logic.
Write into the shadow RAM is allowed via these
registers only in blank Flash programming mode.
Bit banging (1-bit) Flash Part 0x000000 - GLNVM_FLA. Accessing this range via bit-banging
allowed to software, Ox01FFFF should be avoided during normal operation as it
only when in blank might cause non-coherency between the Flash and
Flash programming the shadow RAM.
mode
0x020000 - GLNVM_FLA.
OxFFFFFFF

3.4.6.1 Memory-mapped host interface

The Flash is read (or written when in blank Flash programming mode) by the X710/XXV710/XL710 each
time the host CPU performs a read (or a write) operation to a memory location that is within the Flash
address mapping or upon boot via accesses in the space indicated by the Expansion ROM Base Address
register. Accesses to the Flash are based on a direct decode of CPU accesses to a memory window
defined in either:

e Memory CSR + Flash Base Address register (PCle Control register at offset 0x10). The Flash
address space is exposed to the host memory BAR when the Flash Expose bit is set in the NVM (or
the GLPCI_LBARCTRL.FLASH_EXPOSE CSR bit is set) or when the X710/XXV710/XL710 is in blank
Flash programming mode. The Flash size exposed is retrieved from the GLPCI_LBARCTRL.FL_SIZE
CSR field, and is 8 MB by default (blank Flash programming mode). Refer to Section 10.1.1.2 for
more details.

e The Expansion ROM Base Address register (PCIe Control register at offset 0x30). The module
address space is always exposed to the expansion ROM BAR unless the Flash is blank. The Flash
size exposed is retrieved from the GLPCI_LBARCTRL.EXROM_SIZE CSR field, and is 512 KB by
default. The X710/XXV710/XL710 is responsible to map read accesses via the expansion ROM BAR
to the physical NVM. Write attempts to the Flash through this BAR are not performed, they are
silently dropped. The offset in the NVM of the expansion ROM module is defined by the PCle
expansion/option ROM pointer (Flash word address 0x05). This pointer is loaded by the X710/
XXV710/XL710 from the Flash before enabling any access to the expansion ROM memory space.

— When modifying the PXE driver section pointer in the NVM, it is required to issue a PCIe reset
on which the updated offset is sampled by hardware.

— If there is no valid NVM validity field in the two basic banks, then the expansion ROM BAR is
disabled.
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The X710/XXV710/XL710 controls accesses to the Flash when it decodes a valid access. Attempting
memory-mapped write access to the Flash during normal programming mode is ignored. Out of range
memory-mapped read access returns arbitrary data.

Note: Refer to Section 3.1.2.2.1 for details on memory/expansion ROM BAR access rules. The
X710/XXV710/XL710 only supports byte writes to the Flash via the memory-mapped host
interface (only when in blank Flash programming mode).

Flash read accesses are assembled by the X710/XXV710/XL710 each time the access is
greater than a byte-wide access.

The X710/XXV710/XL710 byte reads or writes to the Flash take about 2 to 30 us. The X710/
XXV710/XL710 continues to issue retry accesses during this time.

During normal operation, the host should avoid memory-mapped accesses to the first two
basic banks of the Flash because it might be non-coherent with the shadow RAM contents.

When in blank Flash programming mode, memory BAR access to the Flash while
GLNVM_FLA.FL_REQ is asserted (and granted) is not supported. This can lead to a PCle hang
because a bit-banging access requires several PCle accesses.

Prior to initiating an NVM read (or write) cycle via memory mapped access, PF software is required to
take ownership over the NVM resources. Refer to Section 7.10.11.5.

3.4.7 Flash access contention

Flash read accesses initiated through PFs might occur concurrently to the EMP modifying the NVM
contents. The X710/XXV710/XL710 does not synchronize between the different entities accessing the
Flash contentions caused from one entity reading and the other modifying the same locations is
possible.

To avoid such a contention between software and EMP accesses, these entities are required to make
use of the NVM ownership taking/release flows for any read or write access to NVM. Refer to

Section 7.10.11.5 and to Section 7.10.11.6 for more details. This is also useful to avoid the timeout of
the PCle transaction made to a memory mapped Flash address while the Flash is currently busy with a
long sector erase operation.

However, two software entities cannot use the NVM ownership acquiring/release mechanisms: BIOS
and VPD software.

¢ Since VPD software accesses only the VPD module, which is located in the first valid bank of the
NVM, VPD accesses are always performed against the shadow RAM first. In this case, the EMP must
take/release ownership over the NVM as if it was the originator of the Flash access. It is then
hardware/EMP’s responsibility to update the NVM according to the Flash update sequence described
in Section 3.4.5.2.

¢ No contention can occur between BIOS and any other software entity (VPD included) as it accesses
the NVM while the operating system is down.

However, since BIOS cannot take ownership over the NVM resource, it might be that the Flash part is
not accessible when BIOS attempts reading it. This might occur if a Flash erase operation was
performed just before PCle reset. In such a case, read accesses via the expansion ROM BAR returns
OxDEADBEEF.

e It is assumed that the expansion ROM signature check performed by BIOS fails in this case.
e The EMP must avoid initiating sector erase operations at boot time.
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e Itis assumed and recommended that users do not attempt to update the NVM contents via the MC
while the system is re-booting.

e The MC should delay PERST# de-assertion or boot running until after the MC completed any OOB
accesses to Flash memory. It is required to route the wake-up signal from the standby button to the
MC and not to the chipset. The MC issues a system reboot signal to the chipset only after any NVM
write access completes.

e If a system reboot is issued by a local user running on the host, there is no technical way to avoid
contention in this case.

Note: It is the user’s responsibility when accessing the NVM remotely via the MC to make sure
another user in not currently initiating a local host reboot there.

e The EMP is responsible to take NVM ownership on the MC account prior to performing any NVM read
or write access, which is needed for handling an NC-SI command. The NVM ownership is released
by the EMP together with completing the NC-SI command. If NVM ownership is not free when
processing the NC-SI command, the command completes with a package not ready status.

3.4.8 NVM access procedures

Any software read/write or EMP write flow described in this section (except flows executed by VPD
software or by BIOS or to flows executed when in blank Flash programming mode) must be preceded
by taking NVM ownership. Anytime software is taking NVM ownership, it must re-read the pointers to
the module it plans to access because they might have been modified by the EMP in between two
ownership takings.

Refer to Section 7.10.11.5 and Section 7.10.11.6 for the NVM ownership taking/releasing procedures
as well for the associated timeouts.

3.4.8.1 Flash erase flow by the host

This flow is available to the software PF device driver only when the X710/XXV710/XL710 is in blank
Flash programming mode.

1. Poll the FL_BUSY flag in the GLNVM_FLA register until cleared.

2. Set the Flash Device Erase bit (FL_DER) in the GLNVM_FLA register or the Flash Sector Erase bit
(FL_SER) together with the Flash sector index to be erased (FL_SADDR).

Hardware gets the Erase command from GLNVM_FLA register and sends the corresponding Erase
command to the Flash. The erase process then finishes by itself. Software should wait for the end of the
erase process before any further access to the Flash. This can be checked by polling the
GLNVM_FLA.FL_BUSY bit.

3.4.8.2 Software access to NVM via the bit banging
interface

This flow is available to PF software only when the X710/XXV710/XL710 is in blank Flash programming
mode.

To directly access the Flash, software/EMP should follow these steps:
1. Write a 1b to the Flash Request bit (GLNVM_FLA.FL_REQ).
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2. Read the Flash Grant bit (GLNVM_FLA.FL_GNT) until it becomes 1b. It remains Ob as long as there
are other accesses to the Flash.

3. Write or read the Flash using the direct access to the 4-wire interface as defined in the GLNVM_FLA
register. The exact protocol used depends on the Flash placed on the board and can be found in the
appropriate datasheet.

4. Write a Ob to the Flash Request bit (GLNVM_FLA.FL_REQ).

5. Following a write or erase instruction, software/EMP should clear the Request bit only after it has
checked that the cycles were completed by the NVM. This can be checked by reading the BUSY bit
in the Flash device STATUS register. Refer to the Flash datasheet for the opcode used for reading
the STATUS register.

Note: If software uses the bit banging interface during run time, it should adhere to the following
rules:
e Gain access first to the Flash using the flow described in Section 7.10.11.5.

e Minimize the GLNVM_FLA.FL_REQ setting for a single byte/word/Dword access or other
method that guarantees a fast enough release of GLNVM_FLA.FL_REQ.

3.4.8.3 Flash programming procedure via the memory
interface

This flow is available to PF software only when the X710/XXV710/XL710 is in blank Flash programming
mode.

Software initiates a write cycle via to the Flash via the Memory BAR as follows:

1. Poll the FL_BUSY flag in the GLNVM_FLA register until cleared.
2. Write the data byte to the Flash through the Memory BAR.
3. Repeat the steps 2 and 3 if multiple bytes should be programmed.

As a response, hardware executes the following steps for each write access:

1. Set the FL_BUSY bit in the GLNVM_FLA register.

2. Initiate autonomous write enable instruction.

3. Initiate the program instruction right after the enable instruction.
4. Poll the Flash status until programming completes.

5. Clear the FL_BUSY bit in the GLNVM_FLA register.

Note: Software must erase the sector prior to programming it. Refer to Section 3.4.8.1.

Memory BAR write access to the Flash while GLNVM_FLA.FL_REQ is asserted (and granted) is
not supported. This can lead to a PCIe hang as a bit-banging access requires several PCle
accesses.

3.4.8.4 VPD accesses

The VPD module (VPD area) is mapped into the valid basic bank and it is thus mirrored in shadow RAM.
It is accessed by VPD software via the PCle VPD capability structure. Refer to Section 3.4.11 for more
details.
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3.4.9 NVM authentication procedure

The NVM update integrity feature ensures that only Intel-approved firmware code (or another protected
NVM module) is able to be updated on X710/XXV710/XL710 devices after manufacturing. This
procedure is performed by RAM-based firmware each time an attempt is made to update one of the
protected modules. Refer to NVM update flows in Section 3.4.5 for more details.

Integrity validation of NVM updates is provided by means of a digital signature. The digital signature is
a SHA256 hash computed over the protected content (256 bits long) that is then encrypted by a 2048-
bits RSA encryption using an Intel private key. This digital signature is stored in what is called the
manifest in the NVM module image. Also stored in the manifest is the corresponding RSA modulus
(public key) and RSA exponent to be used to decrypt the digital signature. Refer to Section 6.1.5 for
more details.

To verify the authenticity of the digital signature, EMP must first verify that the RSA Modulus and RSA
Exponent fields in the new module loaded are identical to those in the current module. If the RSA
Modulus and Exponent fields are the same, EMP decrypts the digital signature using the 2048-bit RSA
Modulus and Exponent fields stored in the manifest of the old module to extract the expected SHA256
hash of content (stored hash). EMP then performs an independent SHA256 hash over the protected
content (computed hash). If the stored hash matches the computed hash, the digital signature is
accepted and the NVM module update is applied.

NVM updates are validated prior to invalidating the old NVM configuration, such that the old NVM
configuration is still usable if the update fails to validate. After the new NVM is successfully verified, the
updated image is committed to the X710/XXV710/XL710 Flash by the EMP.

Sign Verify

SHA256 SHA256
} Hash } Hash
""""" 2048-bits 2048-bits
Module’s RSAModulus : RSAModulus | % 1, New=0Id?
Manifest RSABxponen] _ [ rivatekpy RSAExponent
Digital {EARSAencryptlon .
- Signature N y Public ker'
Protected Protected |RSA decryplion
Module Module -
Contents | » —— Contents | » —— .
g Digest g Digest

Figure 3-12. Sign and verify procedures for authenticated NVM modules

204



™ ®
Interconnects — Ethernet Controller X710/XXV710/XL710 < l n tel )

3.4.9.1 Digital signature algorithm details

As previously mentioned, the digital signature generation is a hash computation followed by an RSA
encryption. This is performed within Intel as part of the NVM update image generation process and not
performed by Intel software in the field, nor by the X710/XXV710/XL710.

The algorithms used are described in the following locations:

e PKCS #1 v2.1: RSA Cryptography Standard, RSA Laboratories, June 14, 2002 - www.rsa.com
e SHA family definition - http://csrc.nist.gov/publications/fips/fips180-3/fips180-3_final.pdf

e SHA usage with digital signatures - http://csrc.nist.gov/publications/nistpubs/800-107/NIST-SP-
800-107.pdf

e SHA validation vectors — http://csrc.nist.gov/groups/STM/cavp/documents/shs/SHAVS.pdf
Note: The protected module contents shown in Figure 3-12 starts with the X710/XXV710/XL710
Blank NVM Device ID word of the NVM header described in Section 6.1.5.2 and ends with the
last word of the 1160 KB long EMP/PE image area, regardless of the size of the EMP/PE code

and to the presence and size of a RO commands section at the last sector of the EMP image
area.

3.4.9.2 Intel key generation and Intel code signing
system

The integrity of NVM digital signatures requires not only robust private RSA key generation but also
continued protection of these private keys into the indefinite future as well as a method to generate
new signed images using the existing private keys.

The X710/XXV710/XL710 NVM images include a Rollback Revision (lad_srev) field. This field is
monotonically updated for significant product updates to the NVM.

Note: Not all NVM updates increment the Rollback Revision field. Rollback is allowed between
supported versions and NVM configuration versions where the rollback version is the same.

3.4.9.3 Protected modules

Any data that is modified in the field (either by the OEM during manufacturing or by the end user)
cannot be included in the signed region of the NVM. The X710/XXV710/XL710 cannot generate a signed
image by itself because the private key is not available to it to generate the digital signature in the
NVM.

Only the following NVM modules require authentication in the X710/XXV710/XL710. Each module is
appended by its own digital signature:

e EMP image

e PE image

e PCIe Analog PHY
e PHY Analog

e Option ROM

e NVM bank
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3.4.9.4 Software requirements

A software tool must prepare NVM images for the CSS signing step, pre-pending the CSS manifest,
applying an Intel Rollback Revision field. After receiving the signed image, the tool merges the excluded
fields back into the NVM image and performs an internal integrity check to verify that the merge was
successful (such as a software computation of the digital signature passes).

Host software device drivers might implement an interface enabling a network administrator to perform
an internal verification check of the signed NVM image. Using Windows drivers, this would take the
form of an OID, which reports a SUCCESS or INVALID_PARAMETER. Using Linux, an ethtool command
extension is advised to enable command line interrogation of the NVM content using the hash value
build into the hardware as well as the saved CSS manifest in the NVM image.

3.4.9.5 Manufacturing requirements

3.4.9.5.1 End-of-line verification

OEM's must use a manufacturing diagnostics tool to verify the GLNVM_FLA Locked bit state (as
previously described).

3.4.10 NVM access admin commands

NVM access commands are not supported when the X710/XXV710/XL710 is in the blank Flash
programming mode. They are available only to the PFs once it has acquired NVM ownership via the
commands described in Section 7.10.11.5.

Table 3-80. NVM access admin commands

Command Opcode Brief Description Detailed Description
NVM Read 0x0701 Read a segment from the NVM into a host buffer | Section 3.4.10.1

NVM Erase 0x0702 Erase consecutive 4 KB sectors of the Flash Section 3.4.10.2

NVM Update 0x0703 Write a segment of the NVM from a host buffer Section 3.4.10.3

NVM Config Read 0x0704 Read feature selections Section 3.4.10.4

NVM Config Write 0x0705 Program feature selections Section 3.4.10.5
Reserved 0x0706 Reserved

Rollback Revision Update 0x0707 Update the MinRRev Value Section 3.4.10.5

Note: All parameters in the admin commands are defined in little endian.

3.4.10.1 NVM read

This command is useful especially if the host memory-mapped access to the NVM was not enabled with
the intent to save memory address space.
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Table 3-81. NVM read admin command

Name Bytes.Bits Value Remarks

Flags 0-1 0 See Section 7.10.5.2.1 for details.

Opcode 2-3 0x0701 Command opcode.

Datalen 4-5 Length in bytes of command buffer.

Return Value/ 6-7 Must be zeroed by the software device driver.

VFID

Cookie High 8-11 Cookie Opaque value, will be copied by the EMP into the completion of this
command.

Cookie Low 12-15 Cookie Opaque value, will be copied by the EMP into the completion of this
command.

Command Flags 16 NVM Access Admin Command Parameters

bit 0 - Last command bit, used to notify EMP that this is the last admin
command of a sequence.

bits 6:1 - Reserved, must be zeroed.
bit 7 = Flash-only bit.
When bit 7 is set, the read is done directly from the flash and not from

shadow RAM. Relevant only if access address is below 64 KB. Ignored
otherwise

Module_pointer 17 Module pointer location in words from the NVM beginning. A value of 0x00
means that the command is performed over the Flash part seen as a flat
memory. In any case, the read is always performed against the Flash part
and never from the shadow RAM.

Length 18-19 Length of the section to be read, which is expressed in bytes from the offset
in the module. A value of OxFFFF means the last byte to be returned is the
last byte of the module (if byte 17 was not set to 0x0000). In any case, a
(single) read command is limited up to 4 KB.

Offset 20-23 Byte 23= Reserved, must be zeroed.

Bytes 22:20= Offset in the module, which is expressed in bytes from the
pointed module’s beginning. This is the byte offset of the first byte returned
in the data buffer.

Data Address High | 24-27 Address of command buffer.

Data Address Low | 28-31

Table 3-82. NVM read response

Name Bytes.Bits Value Remarks

Flags 0-1 0 See Section 7.10.5.2.2 for details.
Opcode 2-3 0x0701 Command opcode.

Datalen 4-5 Length in bytes of command buffer.
Return Value 6-7 Return Value.

0x0 = No error (success).

EPERM = The module pointer location specified in the command does not
permit the required operation. The word contents is not a pointer.

EINVAL = Out of range offset/length (beyond the module’s size).

EIO = Flash defect.

EBUSY = The PF is not permitted to post this command because it does not
own the NVM resource. This error code is also returned if the PF attempts to
post a command while another NVM command is in process.
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Table 3-82. NVM read response (Continued)

Name Bytes.Bits Value Remarks

Cookie High 8-11 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Cookie Low 12-15 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Reserved 16 Reserved.

Module_pointer 17 Module pointer location and copied from the command.

Length 18-19 Length to be read and copied from the command. If a value of OXFFFF was

set in the admin command (and if byte 17 was not set to 0x0000), this field
returns the length from the offset to the modules’ end.

Offset 20-23 Byte 23= Reserved, must be zeroed.
Bytes 22:20 = Offset in the module, copied from the command.
Data Address High | 24-27 Address of command buffer.

Data Address Low | 28-31

3.4.10.2 NVM erase

This command is used to erase the contents of 4 KB Flash sectors.

Table 3-83. NVM erase admin command

Name Bytes.Bits Value Remarks

Flags 0-1 0 See Section 7.10.5.1.1 for details.

Opcode 2-3 0x0702 Command opcode.

Datalen 4-5 Must be zeroed by the software device driver.

Return Value/ 6-7 Must be zeroed by the software device driver.

VFID

Cookie High 8-11 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Cookie Low 12-15 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Command_flags 16 NVM Access Admin Command Parameters.

bit 0 = Last command bit used to notify the EMP that this is the last admin
command of a sequence.

bits 7:1 = Reserved, must be zeroed.

Module_pointer 17 Module pointer location in words from the NVM beginning.

A value of 0x0000 means that the command is performed over the Flash
part seen as a flat memory.

Attempting to erase the basic banks or RO modules area is not allowed in
normal operating mode.

Besides 0x0000, only the address of a free provisioning area module pointer
can be listed here.

Length 18-19 Length of the section to be erased, which is expressed in 4 KB sector units
from the offset in the module. The module’s beginning must be aligned to a
4 KB sector for the command to be valid.

A value of OXFFFF means that the last 4 KB sector to be erased is the last
sector of the free provisioning area (if byte 17 was not set to 0x0000).
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intel.

Table 3-83. NVM erase admin command (Continued)
Name Bytes.Bits Value Remarks
Offset 20-23 Byte 23= Reserved, must be zeroed.
Bytes 22: 20 = Offset in the module, which is expressed 4 KB sector index
from the pointed module’s beginning.
Reserved 24-27 Reserved.
Reserved 28-31

This command is an asynchronous command. The EMP reads the command from the ATQ and writes
back an immediate completion, intended only as an ACK/NACK that the command has been addressed
by the EMP. The EMP checks the validity of the command and returns an error (NACK) on the ATQ
completion if it is unable to process the command. If successful (ACK), the EMP then schedules the NVM
erase operation to be performed by a lower priority thread, which can be preempted by other AQ
commands. Once completed, the EMP posts a completion event on the ARQ. Software must hold the
NVM resource lock while performing this operation and must release it once NVM operations complete.
Software must not post another NVM command while this command is in process.For example, during
the time between posting the request on the ATQ and receiving the completion event on the ARQ.

Table 3-84. NVM erase response

Name Bytes.Bits Value Remarks

Flags 0-1 0 See Section 7.10.5.1.2 for details.

Opcode 2-3 0x0702 Command opcode.

Datalen 4-5 Reserved.

Return Value 6-7 Return Value.
0x0 = No error (success).
EPERM = The module pointer location specified in the command does not
permit the required operation. The word contents is not a pointer to a free
provisioning area or attempt to erase sectors from the basic banks.
EINVAL = Out of range offset/length beyond the free area module’s limits.
ENOENT = The module pointed is not aligned with an 4 KB sector beginning.
EBUSY = The PF is not permitted to post this command because it does not
own the NVM resource. This error code is also returned if the PF attempts to
post a command while another NVM command is in process.

Cookie High 8-11 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Cookie Low 12-15 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Reserved 16-31 Reserved

Table 3-85. NVM erase completion (on ARQ)

Name Bytes.Bits Value Remarks

Flags 0-1 0 See Section 7.10.5.1.2 for details.

Opcode 2-3 0x0702 Command opcode.

Datalen 4-5 Reserved.

Return Value 6-7 Return Value:
0x0 = No error (success).
EIO = Flash defect.
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Table 3-85. NVM erase completion (on ARQ) (Continued)

Name Bytes.Bits Value Remarks

Cookie High 8-11 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Cookie Low 12-15 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Reserved 16 Reserved.

Module_pointer 17 Copied from the command.

Length 18-19 Copied from the command.

If a value of OXFFFF was set in the admin command, this field returns the
length from the offset to the modules' end in 4 KB units.

Offsets 20-23 0x0 Byte 23= Reserved, must be zeroed.
Bytes 22:20= Copied from the command.

Reserved 24-27 Reserved.

Reserved 28-31

3.4.10.3 NVM update

This command is used to write the data given by the attached buffer into a specified location in the
NVM. Erasing the relevant sector(s) by posting NVM erase command(s) (see Section 3.4.10.2) is
required prior to posting this command.

Table 3-86. NVM update admin command

Name Bytes.Bits Value Remarks

Flags 0-1 0 See Section 7.10.5.2.1 for details.

Opcode 2-3 0x0703 Command opcode.

Datalen 4-5 Length in bytes of command buffer.

Return Value/ 6-7 Must be zeroed by the software device driver.

VFID

Cookie High 8-11 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Cookie Low 12-15 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Command_flags 16 NVM Access Admin Command Parameters.
Bit 0 = Last command bit used to notify EMP that this is the last admin
command of a sequence.
Bits 6:1 = Reserved, must be zeroed.
Bit 7 = Flash-only bit. When bit 7 is set, any flat write (null Module_pointer)
into the first 128 KB of the Flash is written directly to the Flash and not in
shadow RAM. The bit has no effect when attempting a flat write outside the
first 128 KB of the Flash.
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Table 3-86. NVM update admin command (Continued)

Name Bytes.Bits Value Remarks

Module_pointer 17 Module pointer location in words from the NVM beginning.

Attempting to write a RO module is not allowed.

A value of 0x00 here means that the command is performed over the Flash
part seen as a flat memory. No reset or pointer switch is initiated by the
X710/XXV710/XL710 in such a case. Any flat write attempt to the first 64
KB of the Flash is performed against the shadow RAM first, and then
dumped to the next shadow RAM bank in the Flash (see Section 3.4.5.3).
Any flat write attempt to the second 64 KB of the Flash is rejected as for
write attempts to a RO module.

A flat write attempt to the area of a RO module or to a RO word is rejected
as well.

A value of 0x01 in this field means that a RO Update Module is being
provided.

Length 18-19 Length of the section to be written, which is expressed in bytes from the

offset in the module. A (single) write command is limited up to 4 KB and

must not spread over two (consecutive) 4 KB sectors. Also, attempting to
write a RO word invalidates the entire command.

These values must be even (word alignment) when writing to CSR auto-load
sections of the shadow RAM area.

Offset 20-23 Byte 23 = Reserved, must be zeroed.

Bytes 22:20= Offset, which is expressed in bytes from the pointed module’s
beginning. This is the byte offset of the first byte to be written.

These values must be even (word alignment) when writing to CSR auto-load
sections of the shadow RAM area.

Data Address High | 24-27 Address of command buffer.

Data Address Low | 28-31

This command is an asynchronous command. EMP reads the command from the ATQ and writes back
an immediate completion, intended only as an ACK/NACK that the command has been addressed by
the EMP. The EMP checks the validity of the command and returns an error (NACK) on the ATQ
completion if it is unable to process the command. If successful (ACK), the EMP then schedules the NVM
erase operation to be performed by a lower priority thread, which can be preempted by other AQ
commands. Once completed, the EMP posts a completion event on the ARQ. Software must hold the
NVM resource lock while performing this operation and must release it once NVM operations complete.
Software must not post another NVM command while this command is in process.For example, during
the time between posting the request on the ATQ and receiving the completion event on the ARQ.

Table 3-87. NVM update response

Name Bytes.Bits Value Remarks

Flags 0-1 0 See Section 7.10.5.2.2 for details.
Opcode 2-3 0x0703 Command opcode.

Datalen 4-5 Length in bytes of command buffer.
Return Value 6-7 Return Value.

0x0 = No error (success).

EPERM = The module pointer location specified in the command does not
permit the required operation. The word contents is not a pointer, or an
attempt to write a RO module or word.

EINVAL = Out of range offset/length (beyond the relative free area
module’s limits), or write spread over two (consecutive) sectors.

EBUSY = The PF is not permitted to post this command because it does not
own the NVM resource. This error code is also returned if the PF attempts to
post a command while another NVM command is in process.
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Table 3-87. NVM update response (Continued)

Name Bytes.Bits Value Remarks

Cookie High 8-11 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Cookie Low 12-15 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Reserved 16-31 Reserved.

Table 3-88. NVM update completion (on ARQ)

Name Bytes.Bits Value Remarks

Flags 0-1 0 See Section 7.10.5.2.2 for details.
Opcode 2-3 0x0703 Command opcode.

Datalen 4-5 Length in bytes of command buffer.
Return Value 6-7 Return Value.

0x0 = No error (success).
EIO = Flash defect.
EACCES = Security check failed:
e Public key check failed
Module digest check failed
Module rollback revision check failed
Device ID check failed
Module ID check failed
EINVAL = Invalid CSR auto-load section contents.
EAGAIN = SR update failed due to temporary issue. Retry the SR
update process.

Cookie High 8-11 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Cookie Low 12-15 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Reserved 16 Reserved.

Provisioning_pointer | 17 Location in words from the NVM beginning with the free provisioning

pointer used for the command. A value of 0x0000 is returned if the
command was performed against the shadow RAM.

Length 18-19 Copied from the command.

Offsets 20-23 Byte 23= Reserved, must be zeroed.
Bytes 22:20= Copied from the command.

Data Address High 24-27 Address of command buffer.

Data Address Low 28-31

3.4.10.4 NVM config read admin command

This admin command reads currently configured feature selections and immediate field values. The
features/fields to be read are specified in the command’s buffer. It can also be used for reading all
features or fields. Feature or field iteration is used for that. The next Feature_ID / Field_ID to read are
returned in the command response in this case.
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Table 3-89. NVM config read admin command

Name Bytes.Bits Value Remarks

Flags 0-1 0 See Section 7.10.5.2.1 for details.

Opcode 2-3 0x0704 Command opcode.

Datalen 4-5 Length in bytes of command buffer.

Return Value/ 6-7 Must be zeroed by the software device driver.

VFID

Cookie High 8-11 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Cookie Low 12-15 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Command_flags 16 NVM Access Admin Command Parameters.

Bit 0 = Single/ Multiple elements:
Ob - Only a single Feature_ID, Field_ID is read.
1b - Feature_ID/Field_ID iteration is used.
Bit 1 = Feature/Field:
Ob - Feature selections are read.
1b - Immediate fields are read.
Bits 2:7 - Reserved (must be set to zero).

Reserved 17 0x0 Reserved (must be set to zero).

Element count 18-19 0x0 The number of features/fields returned (zeroed by the driver, written by
firmware).

Feature_ID/ 20-21 See Single Feature_ID/Field_ID when bit 16.0 is set to Ob.

Field_ID description Feature_ID when bit 16.1 is set to Ob.

Field_ID (LS word) when bit 16.1 is set to 1b.

Feature_ID/Field_ID to start reading from (iterator) when bit 16.0 is set to
1b. Please note Feature_ID/Field_ID = 0Ob is not valid and indicates that the
command should read the data starting from the first Feature_ID/Field_ID
in the array. This is only relevant when bit 16.0 is set to 1b.

Field_ID 22-23 See Field_ID (MS word) when bit 16.1 is set to 1b. Else, must be set to zero.
description

Data Address High | 24-27 Address of command buffer.

Data Address Low | 28-31

Table 3-90. NVM config read response

Name Bytes.Bits Value Remarks

Flags 0-1 0 See Section 7.10.5.2.2 for details.
Opcode 2-3 0x0704 Command opcode.

Datalen 4-5 Length in bytes of command buffer.
Return Value 6-7 Return Value.

0x0 = No error (success).
Others - Error detected in the command.

Cookie High 8-11 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Cookie Low 12-15 Cookie Opaque value that is copied by the EMP into the completion of this
command.
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Table 3-90. NVM config read response (Continued)

Name Bytes.Bits Value Remarks

Command_flags 16 NVM Access Admin Command Parameters.
Bit 0 = Single/ Multiple elements:
Ob - Only a single Feature_ID, Field_ID is read.
1b - Feature_ID/Field_ID iteration is used.
Bit 1 = Feature/field:
Ob - Feature selections are read.
1b - Immediate fields are read.
Bits 2:7 - Reserved (must be set to zero).

Reserved 17 0x0 Reserved (must be set to zero).
Element count 18-19 See The number of features/fields returned.
description
Feature_ID/ 20-21 See Single Feature_ID/Field_ID when bit 16.0 is set to Ob.
Field_ID description Feature_ID when bit 16.1 is set to Ob.

Field_ID (LS word) when bit 16.1 is set to 1b.

Feature_ID/Field_ID to start reading from (iterator) when bit 16.0 is set to
1b. Please note Feature_ID/Field_ID = Ob is not valid and indicates that the
command should read the data starting from the first Feature_ID/Field_ID
in the array. This is only relevant when bit 16.0 is set to 1b.

Field_ID 22-23 See Field_ID (MS word). Meaningful only when bit 16.1 is set to 1b.
description

Data Address High | 24-27 Address of command buffer.
Data Address Low | 28-31

3.4.10.5 NVM config write admin command

This admin command writes the feature selections and the values of the immediate fields provided in
the attached command buffer to the NVM.

Table 3-91. NVM config write admin command (0x0705)

Name Bytes.Bits Value Remarks

Flags 0-1 0 See Section 7.10.5.2.1 for details.

Opcode 2-3 0x0705 Command opcode.

Datalen 4-5 Length in bytes of command buffer.

Return Value/ 6-7 0x0 Must be zeroed by the software device driver.

VFID

Cookie High 8-11 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Cookie Low 12-15 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Command_flags 16 NVM Access Admin Command Parameters.

Bit 0 = Reserved zero.
Bit 1 = Feature/field:
0b = Feature selections are written.
1b = Immediate fields are written.
Bit 2 = Add new configuration:
0b = Regular command.
1b = New configuration added.
Bits 3:7 - Reserved zero.
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Table 3-91. NVM config write admin command (0x0705)

Name Bytes.Bits Value Remarks

Reserved 17 0x0 Reserved zero.

Element count 18-19 See The number of features/fields in the command buffer.
description

Reserved 20-23 0x0 Reserved zero.

Data Address High | 24-27 Address of command buffer.

Data Address Low | 28-31

Table 3-92. NVM config write response (0x0705)

Name Bytes.Bits Value Remarks

Flags 0-1 0 See Section 7.10.5.2.2 for details.
Opcode 2-3 0x0704 Command opcode.

Datalen 4-5 Length in bytes of command buffer.
Return Value 6-7 Return Value.

0x0 = No error (success).
Others - Error detected in the command.

Cookie High 8-11 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Cookie Low 12-15 Cookie Opaque value that is copied by the EMP into the completion of this
command.

Reserved 16-31 Reserved.

3.4.10.6 Rollback Revision Update

This command is used to increase the MinRRev for one or more authenticated modules in order to
prevent rolling the module back to an earlier version containing security vulnerabilities.

Table 3-93. Rollback Revision Update Command (0x0707)

Name Bytes.Bits Value Remarks
Flags 1:0 0x0 See Section 7.10.5.2.1 for details.
Opcode 2-3 Opcode Command opcode
Datalen 4-5 0x0 Must be zero, value is ignored.
Return Value 6-7 Return value. Zeroed by device driver.
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Opt-in Mode 16.0 0x0 Opt-in Mode:
0b = Update all MinRRev values to the current rollback revision in the signed
modules.
1b = Update one MinRRev value to the provided value.
Reserved 16.1-16.7 0x0 Reserved.
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Name Bytes.Bits Value Remarks

Module Select 17 Selects the module whose MinRRev should be updated. Not used when opt-in
mode is Ob.
0 = PCle analog.
1 = PHY analog.
2 = Option ROM.
3 = EMP image.

Reserved 18-19 0x0 Reserved.

MinRRev 20-23 This field provides a new MinRRev value for the module specified in the Module
Select field. Not used when opt-in mode is Ob.
The new MinRRev value must be greater than or equal to the current MinRRev
value and it must be less than or equal to the rollback revision value in the
signed module.

Reserved 24-31 0x0 Reserved.

Table 3-94. Rollback Revision Update Response (0x0707)
Name Bytes.Bits Value Remarks

Flags 1:0 See Section 7.10.5.2.1 for details.

Opcode 2-3 Opcode Command opcode.

Datalen 4-5 0x0

Return Value/VFID 6-7 Return value. Written by firmware.
0x0 = Command success.
EINVAL = Invalid input parameter. For example, invalid module select value.
EPERM = MinRRev out of range.
ENOENT = MinRRev location in the NVM cannot be accessed.

Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.

Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.

Reserved 16-31 Reserved.

3.4.10.7

NVM config read / write command buffer

The text that follows is the format of the command buffer attached to the NVM Config Read Response
and to the NVM Config Write command. The buffer can either be filled with Feature Selection fields or
Immediate Field fields, depending on bit 16.1 in the command.
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Table 3-95. Feature buffer for NVM config read /write

Parameter Bytes.Bits Description
Feature_ID 0-1 Feature_ID.
Feature options 2-3 Feature options for NVM_Config_Read only. Reserved for NVM_Config_Write.

Bit 0 — OEM only (should be set).

Bit 2:1 - Reserved.

Bit 3 - If set the Feature fields are mapped in Dword-wise, otherwise are word.
Bit 4 — Should be set only in the X710/XXV710/XL710 when using a POR CSR.
Bit 15:5 - Reserved.

Feature selection/ | 4-5 Configured feature selection for NVM_Config_Read.
Field Value Requested feature selection for NVM_Config_Write.

Table 3-96. Immediate buffer for NVM config read /write

Parameter Bytes.Bits Description
Field_ID 0-3 Field_ID.
Field options 4-5 Field options for NVM_Config_Read.

Reserved for NVM_Config_Write.

Field Value 6-9 Field Value.

3.4.11 VPD support

The Flash image can contain an area for VPD. This area is managed by the OEM vendor and does not
influence the behavior of hardware. Word 0x2F of the Flash image contains a pointer to the VPD area in
the Flash. A value of Ob in the GLPCI_CAPCTRL.VPD_EN register bit means VPD is not supported and
the VPD capability does not appear in the configuration space. The register bit must be set to 1b in NVM
only once the VPD area has been programmed. Refer to Section 3.4.5.2.1.

The maximal VPD area size provisioned in shadow RAM is 1 KB but it can be smaller. The VPD block is
built from a list of resources. A resource can be either large or small. The structure of these resources
are listed in the following tables.

Table 3-97. Small resource structure

Offset 0 1—n
Content Tag = Oxxx,xyyyb (Type = Smallolsli)()e,s)ltem Name = xxxx, length = yy Data

Table 3-98. Large resource structure

Offset 0 1—-2 3—n

Content Tag = 1xxx,xxxxb (Type = Large(1), Item Name = XXXXXXXX) Length Data
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The X710/XXV710/XL710 parses the VPD structure during the auto-load process following PCle reset in
order to detect the read only and read/write area boundaries. The X710/XXV710/XL710 assumes the
following VPD fields with the limitations listed:

Table 3-99. VPD structure

Length I
T D R D
ag (bytes) ata esource Description
Length of . Identifier string.
0x82 identifier string Identifier
0x90 Lengatlljegf RO RO data VPD-R list containing one or more VPD keywords.
0x91 Leng;?ec;f RW RW data VPD-W list containing one or more VPD keywords. This part is optional.
0x78 n/a n/a End tag.

VPD structure limitations:

e The structure must start with a tag = 0x82.

e The structure must end with a tag = 0x78 before the shadow RAM’s end. The tag must also be word
aligned.

e If the X710/XXV710/XL710 does not detect a value of 0x82 in the first byte of the VPD area, or if no
end tag is detected, or if the structure does not follow the information listed in Table 3-99, it
assumes the area is not programmed:

— Any read/write access through the VPD registers set are ignored.

— EMP considers the VPD area as an empty module and thus allows NVM Update commands to be
performed over the area pointed by the VPD area pointer, up to the start of another RO module.

— The VPD pointer itself remains RO.

e The RO area and RW area are both optional and can appear in any order. A single area is supported
by per-tag type. Refer to Appendix I in the PCI 3.0 specification for details of the different tags.

e If a VPD-W tag is found, the area defined by its size is writable via the VPD structure.

e The VPD area can be accessed through the PCle configuration space VPD capability structure listed
in Table 3-99. Write accesses to a RO area or any accesses outside of the VPD area via this
structure are ignored. If the VPD Write Enable field is set to 1b in the NVM Security Control word,
the entire VPD area can be modified via the NVM Update AQ command. Otherwise, the command is
completed with an error status.

e VPD area must be mapped into the first valid basic bank of the Flash.

e VPD software does not check the NVM ownership before attempting to access the Flash via
dedicated VPD registers (refer to Section 11.3.4). VPD software write access is recorded in the
Flash immediately once the Flash part is available (such as not busy by a previous sector erase
operation). Refer to Section 3.4.5.2 for more details.

3.5 General Purpose I/0 (GPIO) and LED

The X710/XXV710/XL710 has a total of 30 GPIOs pins that can be configured as SDPs, LED drivers or
dedicated hardware functions such as for connecting to external PHYs or IEEE 1588 auxiliary devices or
driving Reset on LAN (RoL). The GPIO pins can also be configured to be associated with any of the
physical ports. The following sections describe the possible configurations for the GPIO pins. Many of
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the GPIO pins are reserved for specific use and hence named by default as SDP, LED or GPIO signals
(See Section 2.0). This offers the flexibility to configure any of the GPIO pins, irrespective of their
names, to different modes and associated with different ports.

The GPIO pin functionality and other attributes such as I/0 direction, default value, interrupt mode etc.,
can be configured through Global GPIO Control registers. See the Table 3-100 for the list of GPIO pins
and their corresponding configuration control registers. The GLGEN_GPIO_CTL has a PIN_FUNC field to
configure the pin functionality such as SDP, LED, RoL or 1588 Timesync modes. The PRT_NUM field is
used to configure the port number associated with the GPIO pin. The INT_MODE field is used to
configure the GPIO pin to generate an interrupt on the rising edge, falling edge or on both edges. The

PHY_PIN_NAME is used to indicate how the GPIO is connected to an external PHY. Seethe

GLGEN_GPIO_CTL register description for additional configuration fields and options. The default value
for this register is loaded from the NVM and is typically dependent on the board layout/configuration,
number of ports, and PHYs present on the board.

Table 3-100. GPIO pin configuration registers

GPIONn Index (n= 0..29)

Pin Name

GPIO Register

GPIOO GPIO_0 GLGEN_GPIO_CTL[0]
GPIO1 GPIO_1 GLGEN_GPIO_CTL[1]
GPIO2 GPIO_2 GLGEN_GPIO_CTL[2]
GPIO3 GPIO_3 GLGEN_GPIO_CTL[3]
GPIO4 SDP0_0 GLGEN_GPIO_CTL[4]
GPIO5 SDPO_1 GLGEN_GPIO_CTL[5]
GPIO6 SDP0_2 GLGEN_GPIO_CTL[6]
GPIO7 SDP0_3 GLGEN_GPIO_CTL[7]
GPIO8 SDP1_0 GLGEN_GPIO_CTL[8]
GPIO9 SDP1_1 GLGEN_GPIO_CTL[9]
GPIO10 SDP1_2 GLGEN_GPIO_CTL[10]
GPIO11 SDP1_3 GLGEN_GPIO_CTL[11]
GPIO12 SDP2_0 GLGEN_GPIO_CTL[12]
GPIO13 SDP2_1 GLGEN_GPIO_CTL[13]
GPIO14 SDP2_2 GLGEN_GPIO_CTL[14]
GPIO15 SDP2_3 GLGEN_GPIO_CTL[15]
GPIO16 SDP3_0 GLGEN_GPIO_CTL[16]
GPIO17 SDP3_1 GLGEN_GPIO_CTL[17]
GPIO18 SDP3_2 GLGEN_GPIO_CTL[18]
GPIO19 SDP3_3 GLGEN_GPIO_CTL[19]
GPIO20 GPIO_4 GLGEN_GPIO_CTL[20]
GPI1021 GPIO_5 GLGEN_GPIO_CTL[21]
GP1022 LEDO_O GLGEN_GPIO_CTL[22]
GPIO23 LEDO_1 GLGEN_GPIO_CTL[23]
GP1024 LED1_0 GLGEN_GPIO_CTL[24]
GPI1025 LED1_1 GLGEN_GPIO_CTL[25]
GPIO26 LED2_0 GLGEN_GPIO_CTL[26]
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Table 3-100. GPIO pin configuration registers (Continued)

GPIONn Index (n= 0..29) Pin Name GPIO Register
GPI1027 LED2_1 GLGEN_GPIO_CTL[27]
GPI1028 LED3_0 GLGEN_GPIO_CTL[28]
GPIO29 LED3_1 GLGEN_GPIO_CTL[29]

Note: GPIO22 through GPIO29 are only used for LED functionality. As a result, the
GLGEN_GPIO_CTL[29:22].PIN_FUNC field must be set to LED (001b).

The following registers are used to read and write to the GPIO pins. The GLGEN_GPIO_STAT register is
used to read the status of the GPIO pins. This register returns the actual value (Ob = high, 1b = low) on
the pin. The GLGEN_GPIO_TRANSIT register is used to latch any transition (low-to-high or high-to-low)
on the GPIO pins since the last time the register was cleared. The GLGEN_GPIO_SET register is used to
set the value (Ob = low, 1b = high) of the GPIO output pins when configured as an SDP. The PF
(software) is expected to write to a GPIO pin only if it owns it. Note that in MFP mode, software is
expected to request ownership of GPIO resources before writing to it. See Section 7.10.11.5 and
Section 7.10.11.6 for details on requesting ownership of shared resources. When any of the GPIO pins
are configured to generate interrupts, the PFINT_GPIO_EN and EMPINT_GPIO_EN registers are used to
enable or disable the interrupts to the PF or EMP that owns the pins.

3.5.1 LEDs

The X710/XXV710/XL710 designhates eight pins named LEDO_O0 through LED3_1 for driving LEDs for
ports 0 through 3 as described in Section 2.2.6.1. However, depending on the board layout, these
might be replaced or complemented with any of the GPIO pins by configuring the GPIO to be a LED
driver through the GLGEN_GPIO_CTL register as described in Section 3.5.3.

In order to configure a GPIO pin as an LED driver using the GLGEN_GPIO_CTL register:

e Set PIN_FUNC to LED
e Set PIN_DIR to output
e Use the PORT_NUM field to assign a port number to the LED pin

The output polarity of the LED pin (active high or active low) can be configured through the LED_INVRT
field and the blink mode (blinking versus steady) is configured through the LED_BLINK field. The LED
outputs can be individually configured to indicate a particular event, state, or activity by using the
LED_MODE field. See Table 3-101 for more information on configuring the LED source mode field. The
hardware default configuration for GPIO pins configured as LED outputs can be specified via NVM fields
thereby supporting LED displays configurable to a particular OEM preference. Note that at run-time
there is usually no need to override the LED setting, the only exception would be to force a LED to blink
in order to physically identify a port.

Table 3-101. LED source modes

LED_MODE Value Mode Condition?

LED_MODE[4] = 0

0000b LED_OFF Always off.
0001b LINK True while link is held.
0010b LINK_40G True while the X710/XXV710/XL710 has 40 Gb/s link.
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Table 3-101. LED source modes (Continued)

LED_MODE Value Mode Condition?

0011b LINK_10G True while the X710/XXV710/XL710 has 10 Gb/s link.

0100b LINK_1G True while the X710/XXV710/XL710 has 1 Gb/s link.

0101b Reserved Reserved

0110b LINK_40G/10G True while the X710/XXV710/XL710 has 40 Gb/s or 10 Gb/s link.

0111b LINK_40G/1G True while the X710/XXV710/XL710 has 40 Gb/s or 1 Gb/s link.

1000b LINK_10G/1G True while the X710/XXV710/XL710 has 10 Gb/s or 1 Gb/s link.

1001b LINK_10G True while the X710/XXV710/XL710 has 10 Gb/s link.

1010b Combined Ports Active when any one of the X710/XXV710/XL710’s port has an established link

Activity with packets being transmitted or received.

In this mode LED_BLINK must be set.

1011b Reserved Reserved.

1100b LINK_ACT Asser;ted steady when link is established and there is no transmit or receive
aBTlr;\l::Eyg when there is link and receive or Transmit activity. In this mode
LED_BLINK

must be cleared at Ob.

1101b MAC_ACT Active when link is established and packets are being transmitted or received. In
this mode, the LED_BLINK must be set.

1110b FILTER_ACT Active when link is established and packets are being transmitted or received that
passed MAC filtering. In this mode, the LED_BLINK must be set.

1111b LED_ON Always true. Overrides all other settings.

LED_MODE[4] = 1 (Firmware LED)
Note: The following LED Modes do not support LED_BLINK and the configuration is ignored when a LED is configured as one of
the following

0000b AGGREGATE_LINK_1 Asserted when ALL enabled ports have 10G link
0001b COMBINED_LINK Asserted when ANY of the enabled ports has link
0010b COMBINED_LINK_40 Asserted when at least one of the enabled ports has 40G link
G
0011b COMBINED_LINK_10 Asserted when at least one of the enabled ports has 10G link
G
0100b COMBINED_LINK_1G | Asserted when at least one of the enabled ports has 1G link
0101b COMBINED_LINK_10 Asserted when at least one of the enabled ports has 10G link but not ALL
G_NOT_ALL Note: This LED will never be asserted when only one port is enabled
Other Reserved

1.  When the condition is true, the LED might blink or be constantly on, depending on the value of LED_BLINK field.

The LED_INVRT bit enables the LED source to be inverted before being output or observed by the blink-
control logic. LED outputs are assumed to normally be connected to the negative side (cathode) of an
external LED.

The LED_BLINK bit controls whether the LED should blink while the LED source is asserted. The blink
control can be especially useful for ensuring that certain events, such as ACTIVITY indication, cause
LED transitions, which are sufficiently visible to the human eye. The global blink mode bit in
GLGEN_LED_CTL register is used to select between blinking every 200 ms or every 83 ms.

Note: The LINK/ACTIVITY source functions slightly different from the others when BLINK is enabled.
The LED is:
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o Off if there is no LINK
e On if there is LINK and no ACTIVITY
e Blinks if there is LINK and ACTIVITY

Note: In both MFP mode and non-MFP mode, only one software device driver should override any of
the LED settings at any time (host-wide). Since this is an administrator specified override,
hardware does not enforce this. Typically, there is no need to override the LED hardware
defaults loaded from the NVM in a specific board configuration.

3.5.2 Software-Definable Pins (SDPs)

The X710/XXV710/XL710 allows any of the GPIO pins to be configured as SDPs through the
GLGEN_GPIO_CTL register as described in Section 3.5.3. The X710/XXV710/XL710 has designated 16
GPIO pins, SDP0_0 (GPIO4) through SDP3_3 (GPIO19), as SDPs for use with ports 0 through 3, as
described in Section 2.2.6.2. However, depending on the board layout, any of the GPIO pins,
irrespective of their name, could be configured as SDPs. In order to configure a GPIO pin for SDP use,
set PIN_FUNC to SDP and PIN_DIR to either input or output in the GLGEN_GPIO_CTL register. Use the
PORT_NUM field to assign a port number to be associated with the SDP.

The X710/XXV710/XL710 SDP pins can be used for hardware connectivity to low-speed, optical-module
interfaces, external PHY control or software controllable purposes. The SDP pins can also be configured
for use as external interrupt sources. The SDP pins, port ownership, direction and their functions are
bound to specific board layout/configuration. The default values for GPIO control registers
(GLGEN_GPIO_CTL[n]) are loaded from the NVM. Typically, there is no need for software to change the
default configuration assigned for a specific board layout. Pins assigned for PHY management are
owned by firmware and should not be accessed directly by software.

The X710/XXV710/XL710 SDP pins can also be configured for use as general purpose external interrupt
sources (GPI). To act as GPI pins, the desired pins must be configured as inputs and enabled by the
INT_MODE field in the GLGEN_GPIO_CTL register. The INT_MODE field can be used to configure the pin
to generate an interrupt on the rising edge, falling edge or on both edges. Rising or falling edge
detection occurs by comparing values sampled at the internal clock rate, as opposed to an edge-
detection circuit. When detected, a GPIO interrupt is indicated in the PFINT_ITRO register. The
PFINT_GPIO_ENA register is used to enable interrupts to PFs (software) and the EMPINT_GPIO_ENA
register is used to enable an interrupt to the EMP (firmware). GLGEN_GPIO_STAT and/or
GLGEN_GPIO_TRANSIT registers can be used to read the status of the GPIO pins that caused the
interrupt. Software is expected to enable interrupts only for pins that are owned by the PFs.
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Software or firmware can read/write to a GPIO/SDP pin as described in Section 3.5.3.

Note: In MFP mode, the software device driver must take ownership of a port’s SDP pin before using
it. To take ownership, the software device driver must request ownership over the GPIO/SDP
resources (See Section 7.10.11.5 and Section 7.10.11.6 for details about requesting
ownership of shared resources). Note that The X710/XXV710/XL710 firmware can use any
SDP as an interrupt source.

The proposed use of SDPs for controlling external PHY devices or modules is explained in
Section 3.2.3.4, proposed use of the SDPs for package ID setting is explained in Section 9.2.2.3.1, and
proposed use of the SDPs for 1588 functionality is explained in Section 8.5.5.1.

3.5.3 Global GPIO pins

The X710/XXV710/XL710 has designated six general purpose I/0O pins as Global GPIO pins named
GPIO_0 through GPIO_5, as listed in Section 2.2.6.3. These pins are not assigned for a specific usage
or port. The mode and port association for these pins can be configured as described in Section 3.5.
These pins can be used as SDP, LED, or 1588 Timesync modes or as general purpose interrupt sources.
System designers have the flexibility to assign these GPIO pins for specific use depending on the board
configuration.
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4.0 Initialization

4.1 Reset operation

The following sections list the hardware and software reset sources that initialize the entire portions of
the X710/XXV710/XL710 and functions level resets. The reset sources are listed in Section 4.1.1 and
the reset flows are detailed in Section 4.1.2.

4.1.1 Reset sources

This section lists the reset sources supported by the X710/XXV710/XL710 while the complete list of
initialized logic is listed in Table 4-1. Hierarchical reset tree is shown in the Figure 4-1. Any logic
initialized by a specific reset is initialized also by any other reset source that is linked to it and located
above it in the reset tree.

Reset Source Cause List of the Reset Source
Power On Reset - —
(POR) Power On Reset Internal power on.detect.lon circuitry
(POR) LAN_PWR_GOOD input signal enabled by
POR_BYPASS input
Sticky Reset |Internal reset that clears PCle sticky registers
PCle Rese EMP Reset (STRST) following PCle reset
(PERST) (EMPR) P(C;:R*;%Set PE_RST N input signal
IfPr(l)c\sz:JX StL(:SI?IRE_E;se In—B(aPréciRF)leset In-Band PCle message signalling
No Veto FLR/ VFLR oS §ets th.e Initia.te FLR flag in the PF or VF PCle
> configuration registers
v A\ 4 EMP Reset EMP watchdog timer expiration or Force TCO
n-Band Rese Global Rese (EMPR) command
(PCIR) (GLOBR) Global Reset |Device driver setting the GLOBR bit in the
Veto (GLOBR) GLGEN_RTRIG register
> Core Reset Device driver setting the CORER bit in the
v Y (CORER) GLGEN_RTRIG register
Core Reset FLR assertion via the PCle configuration space
FLR (CORER) PF Reset D3 to DO transition or Clearing the BME
(PFR) Device driver setting the PFSWR bit in the
> PFGEN_CTRL register
v v VM Reset Device driver setting the VMR bit in the
PF Reset (VMR) VSIGEN RTRIG register
VFLR (PFR) VF Reset VFLR assertion or setting the VFSWR bit in the
(VFR) GLGEN_VFRTRIG register
< PF Level reset |Operating sytem sets the FLR bit in the PF PCle
VF Reset VM Reset (FLR) config
(VFR) (VMR) VF Level reset Operatmg syst.em sets the FLR bit in the V|,= PCIe
(VFLR) config or Flearlng the VFE bit in the parent’s PF
PCIe config

Figure 4-1. Hierarchical reset tree
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Power On Reset (POR) — The X710/XXV710/XL710 has an internal POR signal that moves from low-
to-high when the device power sources are above 85% of the normal operation voltage and the internal
clocks are stable. As long as the internal POR signal is at the low level, the entire device is held at the
reset state. On a transition of the POR to high level, the X710/XXV710/XL710 starts an internal
initialization sequence that impacts the entire device. The device also has a LAN_PWR_GOQOD input
signal that might be used instead of the internal POR depending on the POR_BYPASS input signal
setting. If the POR_BYPASS is set to Ob the internal POR is used. Otherwise, the external
LAN_PWR_GOOD signal is used.

PCIe Reset (PERST) — The PCle reset signal is kept at the low level when the system is at power
down state and at system boot. Transit of PCle reset to low generates an internal reset signals. If there
is no AUX power, the PERST generates an internal STRST signal that clears PCle sticky bits as listed in
Table 4-1. PERST also triggers internally a PCIR, which is detailed later in this section.

Sticky Reset (STRST) — Sticky reset is internal signal triggered by PClIe reset when the X710/
XXV710/XL710 is not powered by AUX power. This reset clears sticky registers in the PCle interface (as
defined by the PCle specification). The sticky reset is also initiated by POR.

In-Band Reset (PCIR) — The PCIe supports in-band signaling for PCIe reset (called PCIR). Any cycles
on the PCle bus are gated instantly as well and packet transmission generated by software. The entire
data path is initialized other than the EMP cluster. Although the EMP subsystem is not initialized, some
packets of the EMP might be lost during a short window of about 1 ps.

Function Level Reset (FLR) — The X710/XXV710/XL710 supports the standard FLR interface in the
Device Control register of the PClIe capability structure within the PCI configuration space of the PFs.
Setting the FLR bit initializes the PCI configuration of the PF (including the VFE flag in the SR-IOV
Control/Status register that disables all the VFs of the PF) and initiates an internal PFR described later
in this section.

PF Reset (PFR) — PFR initializes the resources and data path of the PF and its VFs with no impact on
other PFs, VFs and the EMP subsystem. Any further master cycles of the PF are not initiated while some
packets that were already fetched completely might still be sent out. The PFR is generated by one of
the following four causes: (1) DO to D3hot transition, which is also known as ACPI reset; (2) FLR; (3)
PF software sets the PFSWR bit in the PFGEN_CTRL register; (4) De-assertion of the Bus Master Enable
flag in the PCI configuration space.

VF Level Reset (VFLR) — The X710/XXV710/XL710 supports the standard VFLR interface in the
Device Control register of the PCle capability structure within the PCI configuration space of the VFs.
Setting the VFLR bit initializes the PCI configuration of the VF and initiates an interrupt to the PF that
completes the VFR reset described later in this section. Clearing the VFE flag in the PF configuration
space also impacts all its VFs the same as a VFLR.

VF Reset (VFR) — VFR initializes the resources and data path of the VF with no impact on other PFs,
VFs and the EMP subsystem. Any further master cycles of the VF are not initiated while some packets
that were already fetched completely might still be sent out. The VFR is generated by one of the
following two causes: (1) VFLR or clearing the VFE bit of the parent PF. Note that after the VFE bit is
cleared the PF driver should follow the VFR flow for all the VFs of the PF, including those VFs that are
not enabled. (2) PF software sets the VFSWR bit in the VPGEN_VFRTRIG register of its VF.

VM Reset (VMR) — There are 384 VSIs where up to 256 of them can be VMDQg2 VSIs (see

Section 7.4.5.2.1.1). Such VSIs are associated with VMs. VMR is a mechanism to reset a VMDq2 VSI.
VMR initializes the resources and data path of the VM with no impact on other PFs, VFs, VMs and the
EMP subsystem. Any further master cycles of the VM are not initiated while some packets that were
already fetched completely might still be sent out. The VMR is generated by the PF software setting the
VMSWR bit in the VSIGEN_RTRIG register.

Core Reset (CORER) — CORER initializes the shared data path for all functions excluding the EMP
subsystem, PCI interface and MAC/PHY logic of all ports. Any further master cycles of all PFs and VFs
are not initiated while some packets that were already fetched completely might still be sent out. Even
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though the EMP subsystem is not cleared, pass-through traffic might be inhibited during the
initialization cycle that might take ~20 ms. Also, SMBus accesses are responded to with NACK during
the initialization cycle. This reset is not expected to be used other than as an escape mechanism in case
the X710/XXV710/XL710 hangs and the PFR did not resolve the problem. This reset is initiated by the
PFs by setting the CORER bit in the GLGEN_RTRIG register. The EMP initiates this reset by setting a bit
in an internal register.

Global Reset (GLOBR) — GLOBR is a super-set CORER initializing any logic initialized by the CORER
plus the MAC/PHY logic of all ports (both internal PHY and external PHY if connected). This reset is not
expected to be used other than escape mechanism in case CORER did not resolve the problem. This
reset is initiated by the PFs by setting the GLOBR bit in the GLGEN_RTRIG register. The EMP initiates
this reset by setting a bit in an internal register. Global reset is also initiated following a Force TCO
command (if it is not disabled by the Force TCO Reset Disable bit in the NVM).

EMP Reset (EMPR) — EMPR initializes the resources and data path connected to the EMP including its
firmware reload. EMPR is triggered internally by the EMP watchdog timer expiration or by EMP setting
an internal flag or due to Force TCO command or due to uncorrectable ECC error in one of the EMP
memory shells.

Table 4-1. Device logic affected by the reset sources
STRST/
Reset Activation POR PCIR / EMPR | GLOBR | CORER PFR/ VMR VER/
FLR VFLR
PERST
Load the NVM to the shadow RAM in the hardware and | +
clear the alternate structure
Load the EMP firmware from the NVM + +
Load device settings from NVM shadow and alternate | Shad Both Both Both Both
structure (see details listed in Table 6-2 and the reset
flow sections that follow)
PF MAC addresses (switch and Wol) 1 + +1 + +
MAC and PHY interface + B
EMP subsystem including firmware reload +
Sticky PCle context + 2
PCIe HWInit parameters + PERST
only
PCIe RO registers + +
PCIe RW/RW1C registers + + +3 VF by
VFLR
Bus master disable? + + + + + PF VM VF
All CSRs - refer to the Programming Interface section
for the reset source of each register
Most of the PF and VF registers (PF registers are + + + + + PF and VF only
named - PFxxx and VF registers named - VFxxx and its VFs
VPxxx). refer to the Programming Interface section for
the reset source of each register.
Cache contexts (filters, queue context) and FPMs + + + + + PFand (VM VF
settings (sector descriptors and cache entries) its VFs
Invalidate VF queue mapping tables (VPLAN_QTABLE) | + + + + + VFs of VF
the PF
Invalidate VSI context (including the switch, + + + + + PF and |by the |by the
VSILAN_QTABLE and all other VSI registers) its VFs | PF SW°> | PF SW>
Load the PFs MAC address to the switch and the WOL | + +6 + + + PF
filters from the NVM (not all PFs must have a WOL
filter)
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Table 4-1. Device logic affected by the reset sources
STRST /
Reset Activation POR PCIR / EMPR | GLOBR | CORER PFR/ VMR VER/
FLR VFLR
PERST
Tx and Rx data path + Tx scheduler + + + + + PFand |VM VF
its VFs
Tx and Rx packet buffers
Tx and Rx queue disable + + + + + PF and |by the |VFs
its VFs | PF SW
Admin queue disable (POR and EMP also clear the + + + + + PF and VF
queue context memories) its VFs
Disable interrupts + + + + + PF and VF
its VFs
Interrupt cause control registers + + + + + by the |by the |by the
PFSW |PFSW |PFSW
RSS key and table + + + + + PF VF
Invalidate FD filters + + + + + PF
1. PF MAC addresses (switch and Wol) are cleared by hardware at POR and loaded from NVM by the firmware at any of the

w

highlighted reset causes. Following PCIR, the switch MAC addresses are loaded following the assertion of the PCle reset and the
WoL MAC addresses are loaded only following the de-assertion of the PCIe reset.The MAC and PHY are cleared only if the
MNG_VETO flags in all four PRTPM_GC registers are cleared. If the WUC filter is inactive and no port is needed by firmware/
manageability (PRTPM_GC. EMP_LINK_ON is clear), GLOBR is maintained low by hardware during PCIR de-assertion for power
savings.

Sticky PCle context is cleared on PERST if no AUX power as documented in Section 11.2.1).

For exception list of registers that are not cleared on PFR see Section 11.2.1.

The X710/XXV710/XL710 has several flags that control the Bus Master Enable (BME). BME flags on the PCI configuration space
(for each PF and VF) and the VMRD flag in the VSIGEN_RSTAT registers for each VM that is not a VF.

The BME flags of all PFs are cleared by all reset causes indicated by + symbol and a specific PF by FLR.

The BME flags of all VFs are cleared by all reset causes indicated by + symbol and a specific VF by VFLR.

The VMRD flags of all VSIs are set by all reset causes indicated by + symbol and a specific VSI by VMR.

Note that as opposed to BMEs of the function that are cleared by the previous resets (disabling master accesses), the VMRD
flags are set (enabling bus master accesses when the BME of their parent PF is set as well).

VSIs and its related switch context are cleared by Admin command(s) initiated by the software.

Note that as opposed to any logic in the X710/XXV710/XL710 that is initialized at the leading edge of PERST#, the WOL filters
are initialized at the de-assertion of PERST# (entering the DOu state).

Table 4-2. NVM section loaded by reset source covered by GLNVM_SRLD register

NVM Section POR PERST PCIR EMPR GLOBR CORER
POR Registers Auto-load +
PCIe Analog Configuration +
PCIR Registers Auto-load + +
PClIe Transaction Layer (TL) Shared + +
RO PCIe LCB + +
CORER Registers Auto-load + + + +
GLOBR Registers Auto-load + 1
PHY Analog Configuration +
EMPR Registers Auto-load + +

1.
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4.1.2 Reset flows

This section describes the reset flows in the X710/XXV710/XL710 and software interaction.

4.1.2.1 POR flow

For POR flow see Section 4.2.

4.1.2.2 PCI reset and inband PCI reset flow

The internal reset flow is shown in Figure 4-3 and described by the text that follows.

PERSTH# N
«
Internal Reset

Reset Impact HW Clean

Auto Load from NVM Shadow \/ \
and Alternate Structure
EEP_DONE A /y

Figure 4-2. PCI reset flow

e Avoid any further master accesses on the PCle bus and discard any completions for the PF.

e Initialize PCIe registers and core registers as listed in Table 4-1.

e Invalidate the LAN queues mapping tables of the PF and its VFs: VFQTABLE's and VSIQTABLE's.
e Invalidate the FPM tables of the PF and its VFs.

e Disable all transmit, receive and admin queues. All packets in the X710/XXV710/XL710 are lost.
EMP packets might be lost as well for a very short period (in the range of 1 ps).

e Invalidate all filters in the FD table and internal caches.

¢ Invalidate all internal caches: transmit and receive queue contexts.

e Invalidate all associated VSI contexts.

e Clear interrupt settings of all functions.

e The following flags are cleared by the X710/XXV710/XL710 at the beginning of the reset flow:

— HW_*_DONE bits in GLNVM_SRLD register (those ones that are listed in Table 4-2 in the
respective PCIR or PERST columns)

— The EMP_*_DONE bits in GLNVM_EMPLD register are cleared (those ones that are listed in
Table 4-2 in the respective PCIR or PERST columns) if the respective
GLNVM_EMPRQ.EMP_*_REQD bit is set.

— The CONF_*_DONE bits in GLNVM_ULD register are cleared if the respective HW_*_DONE bit or
EMP_*_DONE bit are 0Ob.

e The X710/XXV710/XL710 repeats the following flow for all previous *_*_DONE flags:
— If the NVM is not valid:
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. Set the HW_*_DONE flag in GLNVM_SRLD register.

— If the NVM is valid:
. Load the matched block from the shadow memory and set the HW_*_DONE flag
. If EMP_*_REQD is set:

Load any parameters from the alternate structure into the matched block(s)
Perform any configuration of the matched block(s)
Set the EMP_*_DONE flag

— For CORER and GLOBR modules, once HW_*_DONE and EMP_*_DONE flags are set, the
matched CONF_*_DONE flag is set as well. For other modules, once HW_*_DONE flag is set,
the matched CONF_*_DONE flag is set as well.

— At this point, the EMP might start responding the Get Version Admin command, which is
blocked until this stage.

e When checking for hardware configuration to complete, software should either wait for a
response to a Get Version Admin command or poll on the CONF_*_DONE bits.

Following these steps, hardware is ready to accept operating system configuration cycles.

4.1.2.3 PFR flow

PFR resets a specific PF. For SR-IQV, it also resets the VFs of this PF. The reset flow is shown in Figure 4-
4. It is initiated by the PF driver (setting the PFSWR bit in the PFGEN_CTRL register) or operating
system (setting the FLR flag in the Device Control register) or DO to D3hot transition.

Before initiating the PFR, software is expected to disable all transmit and receive queues of the PF as
described in the following pseudo code:

disable_pf_queues()// disable all Tx and Rx queues of the PF
{
1.Disconnect all Tx and Rx queues from the interrupt link lists as follows
Set the FIRSTQ INDX field to Ox7FF in all PFINT LNKLSTx register of the PF
Set the FIRSTQ INDX field to Ox7FF in all VPINT LNKLSTx register of the VFs of the PF

2.last_g = PFLAN QALLOC.LASTQ - PFLAN QALLOC.FIRSTQ // “last_g” is a local variable used in the
steps below. It is the index of the last queue of the PF and its VFs (in the PF space)

3.Set the SET QDIS flag in the GLLAN TXPRE QDIS registers for all transmit queues of the PF and its
VFs. The queue indexes are global ones starting by PFLAN QALLOC.FIRSTQ and up to
PFLAN_QALLOC.LASTQ.

4.Clear QRX ENA[register index=0,.. last g] // Disable all Rx queues of the PF

5.Clear QTX ENA[register index=0,.. last g] // Disable all Tx queues of the PF. Software must
guarantee a gap of at least 400usec from step 3 to this step

6.Wait for the last Rx queue to be disabled and wait for all Tx queues to be disabled or time
expires (expiration time is defined by the ENDLESS XOFF THRESH parameter). Note that if the
software is not required to take any special actions in case the time is expires and can continue
to the next step initiating the PFR.

230



. ®
Initialization — Ethernet Controller X710/XXV710/XL710 l n tel )

PFSWR @

FLR DO to D3hot

Init PCle Config
Auto set PFSWR

PF driver set
the PFSWR
@\ (®
Reset Functionality \ HW Clean SwW Cleaw%

PF Reset

Transaction Pending \

Block New Master Cycles

Figure 4-4. PFR flow

The PF hardware response to PFR is listed in Table 4-1. Note to the following specific events:

e Emulate internal VFR to all its VFs (the hardware response to VFR is described in Section 4.1.2.5.3
with the exception that the VF's CSRs are not gated on read).

e Avoid any further master accesses on the PCIe bus and discard any completions for the PF and its
VFs.

— Once all pending requests of the PF are completed, the Transaction Pending bit in the Device
Status register in the PClIe configuration space is cleared.

— Once all pending requests of each VF of the PF are completed, the Transaction Pending bit in
the Device Status register the VF PCle configuration space is cleared (per each VF).

e Disable all transmit receive and admin queues of the PF and its VFs (note that some transmit
packets that are already fetched completely might be transmitted).

— Disabling the transmit queues might take some time until the X710/XXV710/XL710 processes
all transmit descriptors that are already fetched. Because many queues are active, this process
might take longer. The transmit completion might be further delayed when the TC is paused by
flow control. It can happen if other functions have active transmit queues on the same TC as
the function under reset. Hardware includes a timeout mechanism that prevents indefinite
latency as described in Section 7.7.1.2.8.

— Disabling the receive queues might take some time as well until the packets of the function’s
queues are flushed from the shared receive data path. The completion might be further delayed
when there are packets of other functions in the pipe that belongs to no-drop TC with no valid
receive descriptors. Hardware includes a timeout mechanism that prevents indefinite latency as
described in Section 7.7.1.2.8.

e C(Clear interrupt settings of the PF and its VFs (excluding the CEQ and LAN transmit and receive
cause control registers and any interrupt context in the PCle configuration space). Also, write 1b to
clear the VFLRE flags in the GLGEN_VFLRSTAT registers of all the VFs owned by the PF.

After all the previous steps are completed, hardware does the following:

e Clears the PFSWR bit in the PFGEN_CTRL register.
e Releases bus master cycles for the PF and its VFs.

The PF software polls the PFSWR bit until it is cleared (indicating that hardware completed its reset
flow). On top of it, software should also poll the Transactions Pending flag in the PCI configuration
space of the PF (indicating that all outstanding requests of the PF were completed).

231



[ | ®
< l n te l ) Ethernet Controller X710/XXV710/XL710 — Initialization

e Once the Transactions Pending flag is cleared, the PF software can release the pinned memory
structures

e Once the PFSWR bit is cleared as well, the PF software can proceeds to the following steps.

Software Note: While polling for the PFSWR bit to be cleared, software should also poll the DEVSTATE
field in the GLGEN_RSTAT register for at least 200 ms. If this field is non-zero, software should abandon
the PFR flow and prepare for the upcoming global reset.

As part of the initialization flow the PF driver checks, the pending transactions of its VFs (by setting the
VF index and the offset of the VF Device Status register in the PF_PCI_CIAA register and then polling
the pending flag in the PF_PCI_CIAD register). Once the Transactions Pending is found cleared, the PF
software does the following:

e Clears the VFSWR flag in the VPGEN_VFRTRIG registers of its VFs.

e Sets the VFR_STATE in the VFGEN_RSTAT registers of its VFs to VFR completed. At this point, the
memory structures of the VF can be released and the VF software can start its initialization flow.

As part of the software/hardware initialization flow, the PF software should check for potential race
condition with another PF or EMP initiating a global reset (CORER, GLOBR or EMPR):

e Query the reset counters (CORERCNT, GLOBRCNT and EMPRCNT) in the GLGEN_RSTAT register
o e
e Interrupt enable flow
e Read the GLGEN_RSTAT register for the device state (DEVSTATE) and the reset counters
(CORERCNT, GLOBRCNT and EMPRCNT)
— If DEVSTATE = Reset requested or Reset in progress then go to the global reset flow
— If Device state = Device active then

— If the updated values of the global reset counters equal to the value sampled at the beginning
of this procedure then all good. Software can continue with the rest of the software/hardware
initialization flow

— Else, then go to the global reset flow

4.1.2.4 FLR flow

FLR resets a specific PF. In the case of SR-IQV, it also resets the VFs of this PF.

e The following steps are optional:
— The operating system is expected to clear the BME bit in the Command register in the PCI
configuration register of the PF.
— For SR-IOV, the operating system is expected to also clear the BME bit in the VF Command
register in the PCI configuration register of all VFs of this PF.
— As a response, hardware avoids any new master cycles of the PF and its VFs (including MSI-X
initiation).
— The operating system should poll the Transaction Pending bit in the Device Status register of
the PF until it is cleared.
— For SR-IOV, the operating system should poll also the Transaction Pending bit in the VF Device
Status register of all VFs of the PF until they are cleared.
— Note that all the previous steps are expected and recommended but not enforced by the PCI
specification.
e The operating system sets the FLR bit in the Device Control register of the PF. The operating system

is required by PCle specification to wait 100 ms before it can assume that the FLR sequence is
completed by hardware.
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e The PF hardware response as follows:

— Initialize the PCIe configuration space of the PF including clearing the BME bit of the PF and the

VFE bit.

e By clearing the BME, hardware avoids any further master accesses on the PCle bus and
trash any completions for the PF.

e By clearing the VFE bit, all VFs of the PF avoid any further master accesses on the PCle bus
and discards any completions targeted for these VFs and become hidden on the PCle bus.

e As part of the PCle configuration initialization, the completion timeout is set to its hardware
default.

e Once all pending requests of the PF and its VFs are completed or completion timeout
expires (whichever comes first), the Transaction Pending bits in the PCIe configuration
space are cleared.

— Auto-set the PFSWR bit in the PFGEN_CTRL register (triggering a PFR described in the section
that follows).

Once the Transaction Pending bit in the PCle configuration space of each VF is cleared, the operating
system can release all VF memory structures and unload the VF driver (if required). Once the
Transaction Pending bit in the PCle configuration space of the PF is cleared, the operating system can
release all PF memory structures and unload the PF driver (if required).

4.1.2.5 VFR/VFLR flows

The VF reset flow is shown in Figure 4-5 and detailed in the sections that follow.

VFLR or VF Reset request @ ﬁ
VFR_STATE VFR complete}ﬁ/ »< VFR in progress VFR completed
VFSWRST
VFIR /
VF CSRs on Read  Nominal VaI es /% DEADBEEF »< Nominal Values
VFRD
Reset Functionality HW Clean > SwW CIe
Transaction Pending
BIock New Master Cycles

Figure 4-5. VF reset (VFR) flow

4.1.2.5.1 VF reset request by the VF driver

The VF driver requests the VF reset from its parent PF as follows and is shown in Figure 4-5. See also
Section 4.1.2.5.3 that describes the PF response to the VF reset request.
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e The VFR_STATE in the VFGEN_RSTAT register in this step is expected to be VFR completed. Note
that the VF software gets a control over its VF only after any prior VF reset flow is completed (step
1 in Figure 4-5).

e The VF driver initiates a request to its parent PF to initiate a VF reset. The mechanism for sending
this request is outside the scope of this document. It could be done using a VF-to-PF mailbox
(Admin command) or any other software based sideband channel (step 2 in Figure 4-5).

e After that, the VF polls the VFR_STATE in the VFGEN_RSTAT register until it is set by the PF to VFR
completed (step 8 in Figure 4-5 and explained in Section 4.1.2.5.3).

e The VF software proceeds activating the function.

4.1.2.5.2 VF reset request by the operating system (VFLR)

The VF reset initiation by the operating system is described as follows and shown in Figure 4-5.

e The following steps are optional:
— Clear the BME bit in the VF Command register.

— As a response, hardware avoids any new master cycles of the VF (including MSI-X initiation).
Old completions are trashed by hardware.

— The operating system polls the Transaction Pending bit in the VF Device Status r4egister until it
is cleared.

e The operating system sets the FLR bit in the VF Device Control register (step 2 in Figure 4-5).

e The operating system is required by PCle specification to wait 100 ms before it can assume that the
VFLR sequence is completed by hardware.

e If required, the operating system brings up a new VF (or the same VF). The VF software driver
should poll the VFR_STATE in the VFGEN_RSTAT register until it equals to VFR completed (set by
the PF software).

e The VF software proceeds activating the function.

Hardware responses to VFLR are as follows:

¢ Initialize the PCIe configuration space of the VF including the Bus Master Enable flag. The
Transaction Pending bit is cleared when there are no more pending completions.

— Once the Transaction Pending bit in the VF Device Status register is cleared, the operating
system can release all VF memory structures and unload the VF driver (if required).

e Set internally the VFSWR bit in the VPGEN_VFRTRIG register of the VF, which initiates a VFR
(described in Section 4.1.2.5.3).

e Set the matched VFLRE flag in the GLGEN_VFLRSTAT registers and initiate an interrupt to the
parent PF. The PF response to the VFLR interrupt is described in Section 4.1.2.5.3.

4.1.2.5.3 VF reset flow by the PF software driver

The PF software is called to initiate the VFR by the VF software driver or as a result of a VFLR interrupt.
See Figure 4-5.
e Specific step for a VFLR interrupt:

— The PF software queries the VFLRE flags in the GLGEN_VFLRSTAT registers (of the VFs that it
owns).

e Specific step for a VF reset request by the VF driver:
— PF software sets the VFSWR bit in the VPGEN_VFRTRIG register of the VF (step 3 in Figure 4-5).
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The hardware response to setting the VFSWR bit is listed in Table 4-1. Note that as part of the VF
registers, the VFGEN_RSTAT register is cleared as well reflecting VFR in progress state. On top of it,
hardware also gates read accesses to the CSRs of the VF returning DEADBEEF or DEADBEAF values and
also gates any master accesses.

e When the reset flow completes, the hardware sets the VFRD flag in the VPGEN_VFRSTAT register
and sets the matched VFLRE flag in the GLGEN_VFLRSTAT registers.

Software Note: If a timeout occurs while polling for the VPGEN_VFRSTAT.VFRD bit, retry the reset:

¢ Clear GLGEN_VFRTRIG.VFSWR.
e Set GLGEN_VFRTRIG.VFSWR.
e Restart the polling for VPGEN_VFRSTAT.VFRD.

If several retries do not prevent the timeout, treat it as an error. Escalating to a PFR might be a
good idea in some cases.

Once the VFRD flag in the VPGEN_VFRSTAT register is found active, the PF software proceeds with the
VF reset flow (step 5 in Figure 4-5).

e Writes 1b to clear the matched bit in the GLGEN_VFLRSTAT registers for the VF under reset. Note
that the GLGEN_VFLRSTAT registers are composed of 128 bits for the 128 VFs. All PFs have access
to the bits of all VFs. However, it is expected that the PFs writes 1b to clear to those bits that match
its VFs and only to those bits.

e Disable the receive queues of the VF following the fast queue disable flow per each queue as
described in Section 8.3.3.1.3. Note that the hardware auto-disable the transmit queues of the VF.

e Clear the interrupt settings of the VF.

e C(Clear the queue mapping tables of the VF’'s VSIs (VSIQTABLES).

e C(Clear the filters in the FD table that were assigned by the PF for the VF.

¢ Remove all the MAC/VLAN filters from the VSIs of the VF and then remove these VSIs.

e The PF driver checks the pending transactions of its VF (by setting the VF index and the offset of
the VF Device Status register in the PF_PCI_CIAA register and then polling the pending flag in the
PF_PCI_CIAD register) (step 6 in Figure 4-5).

e The following steps in this bullet item are part of re-enabling the VF. It can be executed at this
phase before notifying the VF that the reset flow is completed or at a later phase (depending on
software implementation):

— Add the VSIs for the VF (including its Transmit and Receive queues and its Scheduler).
— Add the MAC/VLAN filters for the VSI.

— Enable the VFLAN_QTABLE by setting the VPLAN_MAPENA and then program the
VFLAN_QTABLE to the queues of the VF.

e The PF software completes the flow by notifying the VF that the reset flow is completed. It sets the
VFR_STATE in the VFGEN_RSTAT register to VFR completed and clears the VFSWR bit in the
VPGEN_VFRTRIG register (step 7 in Figure 4-5).

Hardware response to cleared VFSWR flag:

e The VF CSRs are unlocked. As a result, the VF software can see the updated VFR_STATE in the
VFGEN_RSTAT register that equals to VFR completed (step 9 in Figure 4-5).
e Master cycles are not blocked anymore by the reset logic.

e The hardware is ready to be used by the VF.
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4.1.2.6 VMR flow

Before initiating a VM reset the PF software should disable the interrupts associated with this VM. The
VM interrupt causes might share the same interrupt with the PF. In this case the PF software need only
to remove the VM interrupts causes from those interrupt linked list as described in Section 7.5.3.1.3.
Then the PF software can initiate the VM reset and re-enable the interrupts of the PF.

The PF sets the VMSWR bit in the VSIGEN_RTRIG register:

e Hardware response to VMR is the same as its response to VFR (other than invalidating the
VFQTABLE's and VFxxx registers, which the VM does not own).

Software Note: If a timeout occurs while polling for the VSIGEN_RSTAT.VMRD bit, retry the reset:

e Clear VSIGEN_RTRIG.VMSWR.
e Set VSIGEN_RTRIG.VMSWR.
e Restart the polling for VSIGEN_RSTAT.VMRD.

If several retries do not prevent the timeout, treat it as an error. Escalating to a PFR might be a
good idea in some cases.

The PF driver polls the VMR done indication in the VSIGEN_RSTAT register and then executes the
following complementary steps (as the VFR flow):

e Disable the receive queues using the fast queue disable flow. Note that the hardware auto-disables
the transmit queues of the VM.
e Optionally clear the queue mapping tables, FD filters and VSI context.

e The PF polls the Transactions Pending flag of the VM verifying that there are no transaction pending
of the VM as follows: Set the VSI index in the PFPCI_VMINDEX and then poll the PFPCI_VMPEND
register.

¢ Mimic the response for VF reset for the VM resources other than the following changes:
— No clearing the interrupts settings that might be shared with the PF (or other VMs).

— The PF driver does not check pending transactions of the VM that does not exist.
e The PF completes the flow by clearing the VMSWR bit in the VSIGEN_RTRIG register.

4.1.2.7 Core global and EMP reset flows

The global resets can be initiated by the PF software or the EMP firmware. It is expected to be used as
a mechanism to resolve potential hardware locks or synchronization lose, bringing the X710/XXV710/
XL710 to a known functional state. These global resets impact all PFs (and their VFs) as well as the EMP
subsystem (EMP reset only). Therefore, graceful flow is enabled by hardware as shown in Figure 4-6
and described in the following sections. The software initiates the global resets by the GLGEN_RTRIG
register. The EMP can access the same register or use an internal register.
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Figure 4-6. Global resets flow

4.1.2.7.1 Software and firmware interface

GLOBR / CORER — Setting the GLOBR flag or CORER flag in the GLGEN_RTRIG register triggers a
graceful global/core reset, respectively.

EMPFWR — EMP firmware watchdog expiration or EMP setting internal EMP reset flag triggers a graceful
EMP reset (EMPR).

DEVSTATE — Global device state exposed to all PFs in the GLGEN_RSTAT registers. The DEVSTATE can
be at one of the following states: device active, reset requested; reset in progress.

RESET_TYPE — The RESET_TYPE reflects the last reset cause initiated to the X710/XXV710/XL710. It
changes its state once any of the following reset sources is triggered. The RESET_TYPE can be at one of
the following states: POR, CORER, GLOBR and EMPR.

RST_CNT — The GLGEN_RSTAT reflects the following counters: CORERCNT, GLOBRCNT and EMPRCNT.
These fields are 2-bit counters each. They count the matched reset completion events since POR.

GRSTDEL — GRSTDEL in the GLGEN_RSTCTL register is the delay from reset request to its initiation by
hardware. The GRSTDEL is loaded from the NVM and defined in 100 ms units up to ~6.5 seconds.

TIME_TO_RST — The TIME_TO_RST is a down counter, loaded by the GLGEN_RSTCTL.GRSTDEL
following a reset request. When the TIME_TO_RST reaches a zero value hardware initiates the
requested reset.

4.1.2.7.2 CORER flow

The PF software or EMP firmware initiates a graceful core reset by setting the CORER flag in the
GLGEN_RTRIG register and polling the X710/XXV710/XL710 state in the GLGEN_RSTAT register.

Hardware response:
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Changes the GLGEN_RSTAT register are as follows:

— Set DEVSTATE to reset requested.

— Set RESET_TYPE to CORER indicating the requested reset.

— Set TIME_TO_RST by the GLGEN_RSTCTL.GRSTDEL value and start counting down.

Further write accesses to the GLGEN_RTRIG register do not re-trigger the TIME_TO_RST. Still, if a
stronger reset is set, it overrides this reset and is reflected in the RESET_TYPE field.

Initiates a GRST interrupt to all PFs and EMP that the reset is about to be fired by hardware.

Once the GLGEN_RSTAT.TIME_TO_RST gets to zero, hardware triggers the internal core reset and
changes the GLGEN_RSTAT.DEVSTATE to reset in progress.

The following flags are cleared by the X710/XXV710/XL710 at the beginning of the reset flow:
— HW_*_DONE bits in GLNVM_SRLD register (those ones that are listed in Table 4-2 in the
respective PCIR or PERST columns) are cleared.

— The EMP_*_DONE bits in GLNVM_EMPLD register are cleared (those ones that are listed in
Table 4-2 in the respective PCIR or PERST columns) if GLNVM_EMPRQ.EMP_*_REQD is set.

— The CONF_*_DONE bits in GLNVM_ULD are cleared if the respective HW_*_DONE bit or
EMP_* DONE bit are set to Ob.
Clear the entire transmit and receive data path, avoid any further master accesses on the PCle bus
and discard any completions for the entire device, and abort any transmission in progress
(including packets sent by the EMP).

Reset internal device logic excluding EMP cluster, PCI i/f and MAC/PHY cluster as listed in Table 4-1.
Once the reset flow is completed, update the GLGEN_RSTAT register as follows:
— Set DEVSTATE to device active.
— Increment the CORERCNT by one.
The X710/XXV710/XL710 repeats the following flow for all previous *_*_DONE flags:
— If the NVM is not valid:
. Set the HW_*_DONE flag in GLNVM_SRLD register.

— If the NVM is valid:
e Load the matched block from the shadow memory and set the HW_*_DONE flag
e If EMP_*_REQD is set:

Load any parameters from the Alternate Structure into the matched block(s)
Perform any configuration of the matched block(s)
Set the EMP_*_DONE flag

— For CORER and GLOBR modules, once HW_*_DONE and EMP_*_DONE flags are set, the
matched CONF_*_DONE flag is set as well. For other modules, once HW_*_DONE flag is set,
the matched CONF_*_DONE flag is set as well.

— At this point, the EMP might start responding the Get Version Admin command, which is
blocked until this stage.

Following the GRST interrupt, all PFs and the EMP poll the X710/XXV710/XL710 state in the
GLGEN_RSTAT register.
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Keep polling the register as long as DEVSTATE is not equals to device active. Note that as long as
DEVSTATE equals to reset requested, the TIME_TO_RST indicates the remaining delay to the
internal reset triggering by hardware. Note the PF drivers should avoid any CSR slave accesses
other than the one required to query the X710/XXV710/XL710 state.

The GLGEN_RSTAT also indicates the number of the initiated global resets via the GLGEN_RTRIG
register (CORER, GLOBR, EMPR). These counters might be needed in case a function initiated
consecutive global reset before all other functions had the chance to realized that the previous
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reset was completed. It would be good practice to avoid too frequent global resets to avoid such
cases.

Check the RESET_TYPE that indicates the reset that was initiated and follow the required
initialization flow.
— Note that also the function that initiated the reset should check the RESET_TYPE since it might
reflect a stronger reset initiated by another function.

Check that the hardware completed to auto-load its settings from the NVM shadow and the
alternate structure by polling the CONF_*_DONE flags in GLNVM_ULD register.

— When checking for the hardware configuration to be done, software should either wait for a
response to a Get Version Admin command or poll on the CONF_*_DONE bits.

The PFs proceeds with their software initialization flow.

4.1.2.7.3 GLOBR flow

Global reset is initiated by the PFs or the EMP by setting the GLOBR flag in the GLGEN_RTRIG. The
GLOBR flow is identical to the CORER flow with the following changes:

GLOBR also initializes the MAC/PHY units.

GLGEN_RSTAT.RESET_TYPE is set by the hardware to GLOBR (rather than CORER).

Increment the GLOBRCNT by one (rather than CORERCNT).

Loading the X710/XXV710/XL710 setting from the NVM is listed by the GLOBR column in Table 4-2.

4.1.2.7.4 EMPR flow

EMP reset is expected to be used by the EMP as a mechanism to resolve potential hardware locks or
potential lost of synchronization between the firmware and hardware that are not expected to be
resolved by CORER nor by GLOBR. The EMPR impacts also all PFs and their VFs, therefore the following
graceful flow is recommended.

The EMP flow is identical to the CORER flow with the following changes:

During normal operation, the EMPR can be initiated only by the EMP by setting an internal EMP
reset flag.

EMPR initializes also the MAC/PHY units as well as the EMP cluster.

GLGEN_RSTAT.RESET_TYPE is set by hardware to EMPR (rather than CORER).

Increment the EMPRCNT by one (rather than CORERCNT).

Loading the X710/XXV710/XL710 setting from the NVM is listed by the EMPR column in Table 4-2.
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4.2 Cold reset initialization

This section describes the flow of the X710/XXV710/XL710 power up following a cold reset (application
of power to the X710/XXV710/XL710). The initialization sequence for the X710/XXV710/XL710 is
broken down into phases: power on, BIOS initialization, and device driver load.

e Power on (Section 4.2.1) is the first phase that includes all steps required to support pre-boot
power management and manageability, satisfy the PCle requirements for exiting cold reset, and
prepare for the BIOS initialization phase. This stage also covers firmware initialization.

e BIOS initialization (Section 4.2.2) begins when option ROM code is loaded by BIOS in order to
provide boot services for PXE or iSCSI. Other option ROM capabilities include configuration images
for certain OEM environments such as SMASH/CLP.

e BIOS initialization (Section 4.2.2) begins when option ROM code is loaded by BIOS in order to
provide boot services for PXE or iSCSI. Other option ROM capabilities include configuration images
for certain OEM environments such as SMASH/CLP.

e The final phase of the X710/XXV710/XL710 initialization is device driver load, where the operating
system loads the various device drivers, and the X710/XXV710/XL710 has been initialized for its
post-boot operation. See Section 4.2.3.

4.2.1 Power on

Some assumptions are made to estimate the duration of the Power On stage:

e NVM is loaded at the following rate
— Prior to PLL lock - at 6.25MHz rate. This translates to a rate of ~1.3 msec per 1KB
e After PLL lock - at ~25MHz rate. This translates to a rate of ~0.32 msec per 1KB
Figure 4-7 and Figure 4-8 describe the stages that make up the power up sequence. Note that two
procedures take place in parallel following initialization of internal clocks and loading the hardware-
managed units from the NVM:
e The on-die processors are been initialized, starting with the EMP
e Once PERST# is de-asserted, the PCle link goes through its initialization flow
Figure 4-7 shows Case I, where APM or pass-through manageability are enabled at pre-boot. In that

case, the Ethernet link is brought up once the EMP has initialized, independent of the de-assertion of
PERST#.

Figure 4-8 shows Case II, where APM and pass-through manageability are both disabled pre-boot. In
that case, the Ethernet link kept down as long as PESRT# is kept asserted. Once PERST# is de-
asserted, the Ethernet link is brought up (but not before EMP completed initialization).

Note that in both cases, the Ethernet link is brought up only after the EMP completes its initialization.
Table 4-3 lists the relationship between steps and the timing of each stage.
Legend:

e Triggering event - this is the event that starts the corresponding step.
e Duration - Time it takes to complete the respective step (usually defines the maximum duration).

e Completion Time from Start - The time the respective step ends, counting from beginning of the
power-up sequence. It usually defines the latest time this step might end.
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Example: EMP firmware load

e Step - EMP firmware load
e Triggering event - Auto-load 2 complete (an earlier step)
e Duration - it might take up to 380 ms to complete this step

e Completion Time from Start - Auto-load 2 ends at time 79 ms. With this step taking up to 380 ms,
completion would be maximum of 459 ms from start

Table 4-3 Power On Sequence stages
Step Triggering Event Duration (ms) i??n?lgzla?-: {r:'\r:;!
1 Power is applied to the X710/XXV710/XL710. - 0 0
2 Xtal clock ready. Power ramp 35 35
3 Internal POR goes active following clock. Clock stable 0 35
4 Auto-load 1 completes - NVM validity is checked and NVM | Internal POR 21 56
contents are loaded into the analog sections (PCle and
internal PHY).
5 The internal PLL is up. Auto-load one 2 58
complete
6 NVM contents are loaded into shadow RAM. Internal PLL locked 21 79
7 Auto-load two completes - POR and EMP modules are Shadow RAM ready ~0 79
loaded from shadow RAM.
8 Auto-load four completes - units on core and MAC/PHY Auto-load two ~20 99/130
clock are loaded from shadow RAM. complete/PCle PLL is
Case I - if APME or manageability is enabled, it is done up
following auto-load two.
Case II - if both APME and manageability are disabled, it
is done following PERST# de-assertion. Note: the order
between auto-load three and four is not deterministic.
9 PERST# is de-asserted. Power ramp 0 =100
10 The PCIe PLL is up. PERST# de-assert 5 105
The PCle unit is loaded from NVM shadow RAM (auto-
load three) and PCIe enters a detect state.
11 PCle specification requirement - PCIe link must enter a PERST# de-assert 20 120
detect state.
PCle specification requirement - PCIe link is ready to PERST# de-assert 100 200
process configuration cycles.
12 EMP firmware load - both manageability and other EMP Auto-load two 380 ~460
code. complete
13 EMP firmware initialized. EMP firmware load 20 480
completed
14 MAC/PHY configuration by EMP is done (either internal EMP firmware ~0 480
PHY or external PHY) and can bring up link initialized
(GLNVM_ULD.CONF_GLOBAL_DONE is set).
15 Ethernet link established MAC/PHY completes Specific to the Specific to the PHY
configuration PHY media media used.
used.
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4.2.1.1 LAN_PWR_GOOD support

It is possible to begin device initialization based on the assertion of the LAN_PWR_GOOD input rather
than based on main power ramp. When the POR_BYPASS input pin is set to 1b, the X710/XXV710/
XL710 disables the internal POR circuit and uses the LAN_PWR_GOOD pin as a POR indication. Note
that LAN_PWR_GOOD should be asserted during pre-boot time (before the operating system boots).

Table 4.2.1.2 and Figure depict the initialization flow. Other events listed in Table 4-4 are shifted
relative to Internal POR and PERST#.

Table 4-4. Power-on sequence with a LAN_PWR_GOOD signal

Completion Time

Step Triggering Event Duration (ms) From Start (ms)

1 Power Ramp - Must meet the sequence defined in Power ramp 0 0
Section 13.3.1.1. Time = 0 ms is when all power rails are
at 90% of nominal voltage.

2 LAN_PWR_GOOD - must not be asserted before specified | Power ramp 40 40
duration.

3 Xtal clock ready. LAN_PWR_GOOD 1 41

4 Internal POR goes active following Xtal ready. Xtal clock ready 0 41

5 EERSt‘_I'# must not be de-asserted before specified LAN_PWR_GOOD 50 91
uration.

Note that the PCle specification still holds that PERST# is
de-asserted at least 100 ms following power ramp.

1
Powel

ramp

lAN_PWR_GOOD @

®

XTAL RDY

®
Int. POR \

PERST# ®

Figure 4-9. Power-on sequence with a LAN_PWR_GOOD signal
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4.2.1.2 Auto-load shadow RAM

This phase of auto load determines if a properly-configured Flash device is attached:

e If the attached Flash device is not properly configured, the default hardware settings are kept. The
power-on flow continues without loading from the NVM.

— The NVM is expected to be reprogrammed. See Section 3.4.4.2 for more details on how this is
done.

o If the attached Flash device is properly configured, auto-load proceeds with its first stage. NVM
modules loaded to the on-die shadow RAM are read from the NVM.

Once the shadow RAM is ready, the GLNVM_GENS.FL_AUTO_RD bit is set. The bit is also set when the
NVM is found blank.

4.2.1.3 Auto-load into device units

This stage loads the NVM configuration into the device units, either directly from the NVM or indirectly
through shadow RAM. It is done in several stages as depicted in the Figures above:

e Auto-Load 1: The Analog PHY and PCle configurations are loaded directly from NVM. One these are
done, the main PLL can lock

e Auto-Load 2: Units on POR and EMP clock are loaded from Shadow RAM (e.g. FLEEP, MNG, EMP)
e Auto-Load 3: PCle units are loaded from Shadow RAM in PHY, Link, Transaction layer order

e Auto-Load 4: Units on Core and Global clocks are loaded from Shadow RAM. As explained above, if
the Ethernet ports are not required pre-boot, auto-load 4 is postponed till de-assertion of PERST#

Loading the following NVM modules is tracked and reported as:

e PCle analog

e PHY analog

e PCIR registers auto load

¢ RO PCle LCB

e PCle Transaction Layer (TL) shared
e PCIe ALT auto load

e CORER registers auto load

e GLOBR registers auto load

¢ POR registers auto load

e EMPR registers auto load

The following CSR fields track the progress of loading the NVM modules following power on and the
various resets:

e GLNVM_GENS.FL_AUTO_RD, when set, indicates that the shadow RAM was loaded from the NVM
and is ready for use.

e GLNVM_SRLD.HW_*_DONE bits (one per relevant module previously identified), when cleared,
indicate that the respective module needs to be loaded from shadow RAM into the X710/XXV710/
XL710. When set, it means that the module is not required to load or has already been loaded.

e EMP_*_REQD bits in the GLNVM_EMPRQ register (one bit per relevant module) indicate whether
the EMP involvement is required during the initialization of the module.
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e EMP_*_DONE bits in the GLNVM_EMPLD register (one bit per relevant NVM module) indicate when
the corresponding module completed initialization by the EMP.

e GLNVM_ULD.CONF_*_DONE bits (one per module previously identified), when set, indicate that the
respective units are initialized and ready for use.

Default hardware values:

e GLNVM_GENS.FL_AUTO_RD = 0b
e GLNVM_SRLD.HW_*_DONE = 0b
e GLNVM_EMPRQ.EMP_*_REQD = Ob
e GLNVM_EMPLD.EMP_*_DONE = 0b
e GLNVM_ULD.CONF_*_DONE = 0b
The flow during a power-on stage is as follows:

e If the NVM is found blank:

— All GLNVM_SRLD.HW_*_DONE bits and all GLNVM_ULD.CONF_*_DONE bits are set by the
X710/XXV710/XL710

e CONF_*_DONE = HW_*_DONE && (EMP_*_REQD ? (EMP_*_DONE , 1)
e If the NVM is found valid:
— GLNVM_GENS.FL_AUTO_RD is set when the shadow RAM was loaded from the NVM
— GLNVM_EMPRQ.EMP_*_REQD is loaded from the NVM

— When a module completes loading from the shadow RAM to the X710/XXV710/XL710, it sets
the respective GLNVM_SRLD.HW_*_DONE bit. If the respective GLNVM_EMPRQ.EMP_*_REQD
bit is Ob, then the respective GLNVM_ULD.CONF_*_DONE is set to 1b by hardware.

— After EMP firmware loads, during its init sequence, it sets the GLNVM_EMPLD.EMP_*_DONE bit
(for each of CORER and GLOBLR domains). As a result, hardware sets the
GLNVM_ULD.CONF_*_DONE bit to 1b.

4.2.1.4 Firmware initialization

Once EMP firmware loads, the following X710/XXV710/XL710 features are enabled:

e The external Ethernet link is active
e Default internal switching components have been configured

e Communication with the MC is possible if supported by the X710/XXV710/XL710 and the system
(optional)

e OEM specific manageability agents are active and responding to commands from the Ethernet fabric
(optional)

e Admin queues for all enabled PCI functions are ready for commands - EMP responds to each
function’s Get Version AQ command to indicate that it is safe for software to start using the X710/
XXV710/XL710 for device driver initialization (see Section 7.10.3).

e HMC default profile has been configured

Once EMP firmware is up and running, the X710/XXV710/XL710 can be configured via its management
interfaces, and certain device capabilities are then enabled or disabled (such as soft SKUing).
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4.2.1.5

MAC address initialization

Two sets of station LAN MAC addresses are supported:

intel)

e A station MAC address per physical function. These addresses are used by the internal switch for L2
filtering of Rx packets, by the RX classification filters, and for WoL purposes. The addresses are
loaded from the NVM.

— The station MAC addresses for WolL are loaded by the EMP into the PRTPM_SAL and PRTPM_SAH
registers (see also Section 5.4.4)

. Default - A single PF address is loaded per port into PRTPM_SAL[O0,Port] and
PRTPM_SAH[0,Port]

e A station MAC address per Ethernet port. These addresses are used for link-level functionality such
as flow control frames.

— The PRTGL_SAL and PRTGL_SAH registers contain these addresses for the four 10 Gb/s MACs.

— The PRTMAC_HSEC _CTL_TX_SA_PART1 and PRTMAC_HSEC _CTL_TX_SA_PART2 registers
contain these addresses for the 40 Gb/s MACs.

The following table lists how each address can be set or read and where it is stored:

MAC Address Type

Where Stored

How Reported

How Modified

LAN MAC address -
factory

NVM PF allocations section

N/A

LAN MAC address -
current

NVM PF allocations section;
alternate RAM

Manage MAC address
read (PF LAN SA)

Write alternate AQ command:
Alternate LAN MAC address (LS)
Alternate LAN MAC address (MS)

or NC-SI Set Address OEM command or
manage MAC address write (update LAA
only).

Port MAC address

GLOBR registers auto-load module
(PRTGL_SAL/H)

LLDP MAC address

Use the port MAC address for SA,
chassis and port IDs.

Manage MAC address
read (port SA)

Manage MAC address write AQ command
(update port address)

Note: Every function within a port is allowed
to use this command - the last command
takes precedence.

WoL MAC address

NVM PF allocations section,
alternate RAM (PRTPM_SAL/H)

Manage MAC address
read (PF WoL SA)

Manage MAC address write AQ command
(update LAA and WolL address)

LAA MAC address

GLOBR registers (PRTGL SAL/H

Manage MAC address
read (PF LAA SA)

Manage MAC address write AQ command
(update LAA address).

Note: Changing the LAA only does not
impact the address used to detect magic
packets.

The following rules apply:
e The PF_NUM field in PRTPM_SAH is deducted from the PF issuing the command
e The MC_MAG_EN field in PRTPM_SAH is loaded from the NVM and is not affected by the command
e The AV field in PRTPM_SAH is set by the EMP when writing a MAC address

The per-PF MAC address used by the internal switch is managed via the Remove MAC, VLAN pair and
Add MAC, VLAN pair commands.
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Manage MAC address read command

This command is used by the PF driver to read the per-PF station MAC address.

Indirect command

Name Bytes.Bits Value Remarks
Flags 0-1 See Table 7.10.5.2.1 for details.
Opcode 2-3 0x0107 Command opcode.
Datalen 4-5 0x00 0x18 (the response buffer size).
Return Value/ 6-7 0x00 Return value. Zeroed by the device driver. Written by firmware.
VFID
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Command Flags 16-17 Reserved Zeroed by the device driver.
Reserved 18-23 0x0 Reserved.
Data Address 24-27 Buff Addr High bits of return buffer address.
High
Data Address Low | 28-31 Buff Addr Low bits of return buffer address.

4.2.1.5.2

Manage MAC address read response

A firmware acknowledge to the Manage MAC Address Read command

Indirect Response

Name Bytes.Bits Value Remarks

Flags 0-1 See Table 7-201 for details.

Opcode 2-3 0x0107 Command opcode.

Datalen 4-5 0x00 0x18 (the response buffer size).

Return Value/ 6-7 Return Value Return value.

VFID Firmware supplies in the Return Value field indication on the completion of
the Manage LAA command.
0x0 - No error.
Others - Error detected in the command.

Cookie High 8-11 Cookie Opaque value is copied by firmware from the manage MAC address.

Cookie Low 12-15 Cookie Opaque value is copied by firmware from the manage MAC address.
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Name Bytes.Bits Value Remarks
Command Flags 16.0-16.3 Reserved Zeroed by the EMP.
16.4 LAN Address
Valid
16.5 SAN Address
Valid
16.6 Port Address
Valid
16.7 Wol Address
Valid
17 Reserved
Reserved 18-23 0x0 Reserved.
Data Address 24-27 Buff Addr High bits of return buffer address.
High
Data Address Low | 28-31 Buff Addr Low bits of return buffer address.

Note: All MAC addresses are in big endian order.
Address Offset Description
PF LAN SA 0-5 Current device value of the PF LAN MAC address.
Validated by LAN Address Valid flag.
This address is returned from LAA address if valid, otherwise from alternate RAM if valid,
otherwise from the NVM if valid.
Reserved 6-11 Reserved.
Port SA 12-17 Current device value of the Port MAC address.
Validated by the Port Address Valid flag.
PF WoL SA 18-23 Current device value of the PF WoL MAC address.
Validated by the WoL Address Valid flag.
4.2.1.5.3 Manage MAC addresses write command

This command is used by the PF driver to write the per-PF station MAC address.

Direct command.

Name Bytes.Bits Value Remarks

Flags 0-1 See Table 7-198 for details.

Opcode 2-3 0x108 Command opcode. 0x0107 is used for reads; 0x0108 is used for
writes.

Datalen 4-5 0x00 Must be 0x0, value is ignored.

\F}g%rn Value/ 6-7 0x00 Return value. Zeroed by the device driver. Written by firmware.

Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this
command.

Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this

command.
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Name Bytes.Bits Value Remarks

Command Flags 16 Reserved Zeroed by driver.

17.0 MC_MAG_EN Used to set the MC_MAG_EN bit.
17.1 LAA_WOL_PRESERVE LAA WolL preserve on PFR.
17.5: 17-2 Reserved Reserved.
17.7:6 Write Type 00b = Update LAA only.
01b = Update LAA and WOL address.
10b = Update port address.
11b = Reserved.

SAH 18-19 See Remarks High 16 bits of the MAC address (big endian order).
Example: if MAC address = 11:22:33:44:55:66 then SAH =
0x1122.

SAL 20-23 See remarks Low 32 bits of the MAC address (big endian order).
Example: if MAC address = 11:22:33:44:55:66 then SAL =
0x33445566.

Data Address 24-27 Buff Addr High bits of return buffer address.

High

Data Address Low | 28-31 Buff Addr Low bits of return buffer address.

4.2.1.5.4

Manage MAC address write response

A firmware acknowledge to the Manage LAA command.

Direct response.

Name Bytes.Bits Value Remarks

Flags 0-1 See Table 7-199 for details.

Opcode 2-3 0x0108 Command opcode.

Datalen 4-5 0x00 Must be 0x0, value is ignored.

Return Value/ 6-7 Return value Return value.

VFID Firmware supplies in the Return Value field indication on the
completion of the Manage LAA command.
0x0 - No error.
Others - Error detected in the command.

Cookie High 8-11 Cookie Opaque value is copied by firmware from the manage MAC address.

Cookie Low 12-15 Cookie Opaque value is copied by firmware from the manage MAC address.
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Name Bytes.Bits Value Remarks
Command Flags 16 Reserved Zeroed by the EMP.
17.0 MC_MAG_EN Used to set the MC_MAG_EN bit.
17.1 LAA_WOL_PRESERVE | LAA WolL preserve on PFR.
17.2 Valid Port number in byte 16 is valid.
17.5: 17-2 Reserved Reserved.
17.7:6 Write Type 00b = Update LAA only.
01b = Update LAA and WOL address.
10b = Update port address.
11b = Reserved.
Reserved 18-23 0x0 Reserved.
Data Address 24-27 Buff Addr High bits of return buffer address.
High
Data Address Low | 28-31 Buff Addr Low bits of return buffer address.

4.2.1.6

Power-on device state

This section describes the specific setting of each of the X710/XXV710/XL710 components required for
pre-boot operation. It describes the information loaded from the NVM (per component) and the state
attained by each.

Manageability — System management functionality, if enabled, is fully operational by the end of the
EMP firmware initialization sub-stage. Some configuration is loaded from the NVM during the power
on stage. Capabilities might include the following:

— Sideband interfaces

— Pass-through manageability (including packet filtering)

— Preparation for operating system-to-MC traffic

— Preparation for MCTP over PCle operation
Internal MAC and PHY — If either system management or APM WolL are enabled, then enabled LAN
ports are brought up by firmware once EMP firmware initialization completes. Else, enabled LAN
ports are brought up following PERST# de-assertion.

— See Section 3.2 for more details.
Admin Queue (AQ) — A queue (Tx and Rx pair) is activated per enabled PCI function. For example,
an AQ is needed for BIOS to change the switch or scheduler configuration.

— See Section 7.10.3 for more details
Internal Switch — The internal switch is configured from the NVM for basic switching capabilities to
the EMP and the enabled PCI functions. First, the switch programmable logic is loaded, followed by
configuration of a basic switch topology. The topology is for basic L2 functionality or for MFP
functionality.

— See Section 7.4.9.4.2 for more details.

DCB — The NVM loads the LLDP and DCBx setting into the X710/XXV710/XL710. Once EMP
firmware initializes and link is up, firmware engages in DCBx negotiation. Firmware then makes the
appropriate changes in the X710/XXV710/XL710 configuration based on the outcome of the DCBx
protocol. At this stage, DCB capabilities (TCs, ETS, PFC) might be enabled.

Tx Scheduler — As the switch VSIs are enabled, firmware allocates Tx scheduler queue sets per
each PF VSI based on the NVM configuration. Each queue set is configured to default behavior.
Firmware also generates the required handles to enable system software to update the
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configuration of each queue set. If DCBx protocol runs, the outcome of the protocol exchange might
translate into changes in scheduler configuration.

— See Section 7.8.4.1 for more details.

e Host Memory Cache (HMC) — NVM settings supply the initial HMC configuration using a simple set
of rules that enable equal distribution of HMC resources to all PFs that are connected to external
Ethernet ports.

e Power Management — Some power management capabilities are supported pre-boot or during
BIOS initialization.
— The X710/XXV710/XL710 might be enabled for APM wake during power up. See Section 5.4.1
for more details on how APM Wake is configured.
— EEE might be enabled once EMP firmware is initialized.

— In addition, various configuration fields are loaded from the NVM to set up later operation of
power management capabilities such as LTR and DMA coalescing. This capability is not enabled
pre-boot.

e LAN — LAN queues are available for network boot in the BIOS initialization phase. Some LAN
configuration is loaded from the NVM during power on, including partitioning of the LAN queues
among PFs.

4.2.2 BIOS init

This section describes how BIOS code might update the X710/XXV710/XL710 configuration and the
capabilities for network boot. The following sections are provided:

e Section 4.2.2.2 describes how BIOS code might change the X710/XXV710/XL710 configuration on
each boot
e Section 4.2.2.3 describes some aspects of supporting network boot

e Section 4.2.2.4 describes the specific setting of each of the X710/XXV710/XL710 components
required for the BIOS Init stage

4.2.2.1 Initial state

The state of the X710/XXV710/XL710 when BIOS begins to access it is described in Section 4.2.2.4.

BIOS code must check that the EMP completed device initialization. This is done through the Get
Version AQ command described in Section 7.10.11.1.

4.2.2.2 Non-persistent configuration

During power up, the X710/XXV710/XL710 is factory configured from the NVM. However, the factory
configuration might be overridden in two possible ways:

e Persistent configuration - System tools (such as software agents and SMCLP commands) might
write into the NVM and change the factory defaults. It is also possible to add alternate values into
the NVM that the factory defaults are preserved and might be restored at a later time.

¢ Non-persistent configuration - An on-die Alternate RAM structure is provided to store configuration
values that generally not maintained between cold resets. The information in this structure is
retained during all resets other than a cold reset of the device.
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The alternate structure is 8 KB, partitioned into 32-bit entries. Accessing the structure is done by
addressing 32-bit entries. An address is therefore 11 bits (2 K Dwords), where address 0x000 points to
the beginning of the 8 KB memory.

During a cold reset sequence, the alternate structure might be written by either an external system
management agent (via the device management interfaces) or by BIOS level code (like SMASH/CLP
commands).

The information is loaded into the X710/XXV710/XL710 following the appropriate resets (see the text
that follows), overriding the respective configuration loaded previously from the NVM. This section
describes the details of how the alternate structure is handled.

The following mechanisms are provided:

e The alternate structure is committed to the device by a Done Alternate Write command in the
following cases:
— As part of the SMASH/CLP programming
e Legacy BIOS: once the Init function is called for the 1st time in the flow
e  UEFI: once for each enabled LAN port
— As part of executing the following resets: PERST#, PCIR, EMPR, global reset, core reset. In
other words, the contents of the alternate structure are only reset on cold resets
e SMASH/CLP configuration might not be followed by a PCle reset, and designers can’t rely on a PCle
reset to load the alternate module into the X710/XXV710/XL710.

e Option ROM code and UEFI drivers communicate with the X710/XXV710/XL710 via a set of AQ

commands:
— The Read Alternate - Direct and Read Alternate - Indirect commands read from the alternate
structure
— The Write Alternate - Direct and Write Alternate - Indirect commands write into the alternate
structure

— The Done Alternate Write command indicates to the X710/XXV710/XL710 that the CLP strings
phase is done (for the entire device in Legacy BIOS mode and per LAN port in UEFI mode).

4.2.2.2.1 Alternate RAM structure

The alternate structure is 8 KB, partitioned into 32-bit entries. Accessing the structure is done by
addressing 32-bit entries. An address is therefore 11-bits (2 K Dwords), where address 0x000 points to
the beginning of the 8 KB memory.

The structure is partitioned as follows:

Section Address (DW) Size (DW) Content
Per PF 0 -1023 1024 - 64 per 16 per-PF sections, one per PF. These sections are described in
PF Section 4.2.2.2.1.1 and can be accessed by each PF.
EMP 1024 - 1279 256 Reserved for EMP use, including error logging. Can be written and read
only by the EMP. In debug mode, this section can be read by the PFs.
Boot 1280 - 2047 768 A boot configuration section used for SAN boot configuration. This
configuration section is for software use only and the X710/XXV710/XL710 is not

aware of its internal content. All PFs can access this section (no
enforcement by the X710/XXV710/XL710).
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4.2.2.2.1.1 Per PF sections

Table 4-5. Per PF Alt RAM content

Address

Scope (DW)

Contents Used by

PCIe ALT Module in Shadow RAM
GLOBR Registers Auto-Load
CORER Registers Auto-Load

PF Current LAN MAC Address (LS) HW, SW X

Current LAN MAC Address (MS) HW, SW

PF
PF
PF

Current WWNN Prefix SwW

nu| AR | O

Current WWPN Prefix SW

Note: The following registers are not reset by VFLR and need to be configured by the PF or VF driver
in case of a change to a new configuration (such as VF operating system transition): VFRDH/
T, VFTDH/T, VFPSRTYPE, VFSRRCTL, VFRXDCTL, VFTXDCTL, VFTDWBAL/H, VFDCA_RXCTRL,
VFDCA_TXCTRL.

Each entry is associated with one or more NVM modules and is loaded into the X710/XXV710/XL710
following reset events that load these modules. Loading into the PCle units is an exception. Parameters
to be loaded into PCle units are written by the EMP into the PCIe ALT auto-load module in shadow RAM.
This is done as part of the BIOS initialization flow. On later resets, the X710/XXV710/XL710
automatically loads the module into the PCle units, saving the need for the EMP to intervene.

The PCIe ALT auto-load module is a regular hardware type 1 auto-load section as described in
Section 6.1.3.1. The content is dynamically created according to the registers that requires an auto-
load value different than the default value or the value loaded from the NVM.

4.2.2.2.1.1.1 Current LAN MAC address (offset 0x0, 0x1)

Lower Dword:

Field Bit(s) Description

MAC Address 31:0 MAC Address - Contains the LS 32-bit of the address.
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Upper Dword:

Field Bit(s) Description
MAC Address 15:0 MAC Address - Contains the MS 16-bit of the address.
Reserved 30:16 Reserved.
Valid 31 Valid Bit.

Ob = The MAC address two Dwords are invalid and should be skipped.
1b = The MAC address two Dwords are valid and should be processed.

Upper Dword:

Actions taken on a change in this entry:

e When valid, it overrides the MAC address loaded from the NVM

4.2.2,2,1.1.2 Current WWNN prefix (offset 0x4)
Field Bit(s) Description
WWNN 15:0 Contains the current WWNN prefix to be used to create the WWNN of
the station.
Reserved 30:16 Reserved.
Valid 31 Valid Bit.
0Ob = WWNN is invalid and should be skipped.
1b = WWNN is valid and should be used.
4.2.2.2.1.1.3 Current WWPN prefix (offset 0x5)
Field Bit(s) Description
WWPN 15:0 Contains the current WWPN prefix to be used to create the WWPN of
the station.
Reserved 30:16 Reserved.
Valid 31 Valid Bit

0Ob = WWPN is invalid and should be skipped
1b = WWPN is valid and should be used.
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4.2.2.2.2 AQ commands

The Table 4-6 lists the different AQ commands used to manage the alternate structure.

Table 4-6. List of AQ commands for the Alternate Structure
Command Opcode Brief Description Detailed Description
Write Alternate - Direct 0x0900 Write up to two parameters into the alternate structure. | Section 4.2.2.2.2.1
Write Alternate - Indirect 0x0901 Write a block of parameters into the alternate structure. | Section 4.2.2.2.2.2
Read Alternate - Direct 0x0902 Read up to two parameters from the alternate structure. | Section 4.2.2.2.2.3
Read Alternate - Indirect 0x0903 Read a block of parameters from the alternate structure. | Section 4.2.2.2.2.4
Done Alternate Write 0x0904 Indication that all CLP strings (for the entire X710/ Section 4.2.2.2.2.5
XXV710/XL710 in legacy BIOS mode and per LAN Port in
UEFI mode) have been sent to the X710/XXV710/XL710.
Clear Port Alternate 0x906 Clear content of alternate RAM relevant to this port. Section 4.2.2.2.2.6
4.2.2.2.2.1 Write alternate - direct

The Write Alternate - Direct command writes to the alternate structure up to two parameters.

Table 4-7. Write alternate - direct command

Name Bytes.Bits Value Remarks
Flags 0-1 See Section 7.10.5.2.1 for details.
Opcode 2-3 0x0900 Command opcode.
Datalen 4-5 0x00 N/A
Return Value/ 6-7 0x00 N/A
VFID
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
First Parameter 16-19 Address should be within the range allocated to the function inside the
Address alternate structure.

Accessing the alternate structure is done by addressing 32-bit entries.

First Parameter 20-23

Data
Second Parameter | 24-27 Address should be within the range allocated to the function inside the
Address alternate structure.

Value of OxFF..FF means only the first parameter is written.
Accessing the alternate structure is done by addressing 32-bit entries.

Second Parameter | 28-31

Data
Table 4-8. Completion for the write alternate - direct command
Name Bytes.Bits Value Remarks
Flags 0-1 See Section 7.10.5.2.2 for details.
Opcode 2-3 0x0900 Command opcode.
Datalen 4-5 0x00 N/A
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Table 4-8. Completion for the write alternate - direct command
Name Bytes.Bits Value Remarks
Return Value/ 6-7 Some comments on specific errors:
VFID 0x0 = No error.

ENOMEM = Out of memory (access outside the alternate structure).
EACCES = Permission denied (access to another PF’s area).

Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.

Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.

Reserved 16-31 Might contain the values sent in the original command.
4.2.2.2.2.2 Write alternate - indirect

The Write Alternate - Indirect command writes a block of parameters to the alternate structure. The
command defines the number of Dwords to be written and the starting address inside the alternate
structure.

Table 4-9. Write alternate - indirect command
Name Bytes.Bits Value Remarks
Flags 0-1 See Section 7.10.5.2.1 for details.
Opcode 2-3 0x0901 Command opcode.
Datalen 4-5 Size of buffer accompanying the command (in bytes).
Return Value/ 6-7 0x00 N/A
VFID
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Alternate 16-19 Lowest address to be written into the alternate structure.
Structure Address Accessing the alternate structure is done by addressing 32-bit entries.
Alternate 20-23 Number of Dwords to be written into the alternate structure.
Structure Length
Data Address High | 24-27 Buff Addr High bits of buffer address.
Data Address Low | 28-31 Buff Addr Low bits of buffer address.

The following completion is sent for the Write Alternate - Indirect command:

Table 4-10. Completion for the write alternate - indirect command

Name Bytes.Bits Value Remarks
Flags 0-1 See Section 7.10.5.2.2 for details.
Opcode 2-3 0x0901 Command opcode.
Datalen 4-5 0x00 N/A
Return Value/ 6-7 Some comments on specific errors:
VFID 0x0 = no error.

ENOMEM = Out of memory (access outside the alternate structure).
EACCES = Permission denied (access to another PF’s area).

Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Reserved 16-31
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Read alternate - direct

The Read Alternate - Direct command reads from the alternate structure up to two parameters.

Table 4-11. Read alternate - direct command
Name Bytes.Bits Value Remarks

Flags 0-1 See Section 7.10.5.2.1 for details.
Opcode 2-3 0x0902 Command opcode.
Datalen 4-5 0x00 N/A
Return Value/ 6-7 0x00 N/A
VFID
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
First Parameter 16-19 Address should be within the range allocated to the function inside the
Address alternate structure.

Accessing the alternate structure is done by addressing 32-bit entries.
Reserved 20-23 0x00
Second Parameter | 24-27 Address should be within the range allocated to the function inside the
Address alternate structure.

Value of OxFF..FF means only the first parameter is read.

Accessing the alternate structure is done by addressing 32-bit entries.
Reserved 28-31 0x00

The following Completion is sent for the Read Alternate - Direct command:

Table 4-12. Completion for the read alternate - direct command
Name Bytes.Bits Value Remarks

Flags 0-1 See Section 7.10.5.2.2 for details.

Opcode 2-3 0x0902 Command opcode.

Datalen 4-5 0x00 N/A

Return Value/ 6-7 Some comments on specific errors:

VFID 0x0 = no error.
ENOMEM = Out of memory (access outside the alternate structure).
EACCES = Permission denied (access to another PF’s area).

Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.

Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.

First Parameter 16-19 Copied from command.

Address

First Parameter 20-23 Data read.

Data

Second Parameter | 24-27 Copied from command.

Address Value of OxFF..FF means only the first parameter is read.

Second Parameter | 28-31 Data read.

Data
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Read alternate - indirect

The Read Alternate - Indirect command reads a block of parameters to the alternate structure. The
command defines the number of Dwords to be read and the starting address inside the alternate

structure.
Name Bytes.Bits Value Remarks

Flags 0-1 See Section 7.10.5.2.1 for details.

Opcode 2-3 0x0903 Command opcode.

Datalen 4-5 Size of buffer accompanying the command (in bytes).

Return Value/ 6-7 0x00 N/A

VFID

Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Alternate 16-19 Lowest address to be read from the alternate structure.

Structure Address Accessing the alternate structure is done by addressing 32-bit entries.
Alternate 20-23 Number of Dwords to be read from the alternate structure.

Structure Length

Data Address High | 24-27 Buff Addr High bits of buffer address.

Data Address Low | 28-31 Buff Addr Low bits of buffer address.

The following completion is sent for the Read Alternate - Indirect command:

Name Bytes.Bits Value Remarks

Flags 0-1 See Section 7.10.5.2.2 for details.

Opcode 2-3 0x0903 Command opcode.

Datalen 4-5 0x00 Actual length of data returned by the command.

Return Value/ 6-7 Some comments on specific errors:

VFID 0x0 = no error.
ENOMEM = Out of memory (access outside the alternate structure).
EACCES = Permission denied (access to another PF’s area).

Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.

Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.

Alternate 16-19 Lowest address read from the alternate structure.

Structure Address

Alternate 20-23 Number of DWs read from the alternate structure.

Structure Length

Data Address High | 24-27 Buff Addr High bits of buffer address.

Data Address Low | 28-31 Buff Addr Low bits of buffer address.

4.2.2.2.2.5

Done alternate write

The Done Alternate Write command indicates to the X710/XXV710/XL710 that the CLP strings have

been sent to it:
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e Legacy BIOS mode - sent once per device after all CLP strings have been sent to the X710/XXV710/

XL710 (for all LAN ports). Following the command, firmware loads the contents of the alternate
structure into the device functional units.

e UEFI mode - sent once per each enabled LAN port. Once the command is received from all enabled
ports, firmware loads the contents of the alternate structure into the X710/XXV710/XL710
functional units.

Name Bytes.Bits Value Remarks
Flags 0-1 See Section 7.10.5.2.1 for details.
Opcode 2-3 0x0904 Command opcode.
Datalen 4-5 0x00 N/A
Return Value/ 6-7 0x00 N/A
VFID
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
BIOS Mode 16.0 See remarks Ob = Legacy BIOS.

1b = UEFI.

Reserved 16.7 - 16.1 0x00 Reserved.
Reserved 17-31 0x00 Reserved.

The following completion is sent for the Done Alternate Write command:

Name Bytes.Bits Value Remarks

Flags 0-1 See Section 7.10.5.2.2 for details.

Opcode 2-3 0x0904 Command opcode.

Datalen 4-5 0x00 N/A

Return Value/ 6-7 ENOSPC - more than 128 VFs are requested

VFID

Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.

Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.

Reserved 16.0 0b Reserved.

Return Flags 16.1 Reset Needed.
When set, indicates that software should do a global reset for the alternate
RAM content to take effect.

Reserved 16.2-31 0x00

4.2.2.2.2.6 Clear port alternate write

The Clear Port Alternate command indicates to the X710/XXV710/XL710 that the alternate sections of
all PF tied to the port. The port is inferred from the PF that sent the command.
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Name Bytes.Bits Value Remarks
Flags 0-1 See Section 7.10.5.2.1 for details.
Opcode 2-3 0x0906 Command opcode.
Datalen 4-5 0x00 N/A
Return Value/ 6-7 0x00 N/A
VFID
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Reserved 16-31 0x00

The following completion is sent for the Clear Port Alternate command:

Name Bytes.Bits Value Remarks
Flags 0-1 See Section 7.10.5.2.2 for details.
Opcode 2-3 0x0905 Command opcode.
Datalen 4-5 0x00 N/A
Return Value/ 6-7
VFID
Cookie High 8-11 Cookie Opaque value is copied by firmware into the completion of this command.
Cookie Low 12-15 Cookie Opaque value is copied by firmware into the completion of this command.
Reserved 16-31 0x00
4.2.2.2.3 Example of a SMASH/CLP flow - legacy BIOS

The following pseudo code provides an example of how such a flow might be performed by legacy BIOS
using SMASH/CLP commands. The following guidelines should be kept:

e If a certain PCI function is disabled via this mechanism, pre-boot software does not access any
resource of that function (such as any CSR) once it sends the Done Alternate Write AQ command.
The X710/XXV710/XL710 confirms the command, resets, and disables the function.

e By the time the SMASH/CLP commands are executed and a function is disabled, there is no Tx/Rx
activity in the X710/XXV710/XL710 (since no queues have been initialized).

e All ports enabled in the NVM have the option ROM enabled (such as the lowest PCI function per port
has an expansion ROM BAR).

e BIOS calls all CLP entry points for all functions before getting into the initialization phase.

e It is not guaranteed that a system reset is issued immediately following this sequence. For
example, the configuration settings must take place even if such a reset is not issued.

e During the initialization phase, pre-boot software has to issue a global reset followed by a Start
LLDP Agent AQ command to start the LLDP agent in firmware.

// Initial state:

// The device is configured from NVM

// The following flow runs per each device
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BIOS does PCI enumeration and discovers functions with Option ROM enabled
For each LAN Port with Option ROM enabled // sent to the lowest number PCI function on the port
BIOS loads the Option ROM into system RAM
Set First-Init to true // When Init is later called, it's the 1st call to Init
For each CLP string received by BIOS for a function within the port
If the Option ROM for the port supports SMCLP entry point
BIOS calls SMCLP entry point for port with CLP string
SMCLP section in Option ROM processes the CLP string
Option ROM keeps track of SMCLP status for the port
End-If
End-For
End-For
For each LAN port with Option ROM enabled
BIOS calls INIT entry point for the port
End-For
SMCLP Entry Point
If CLP type is SET and action is “Return to default” // clear any pre-existing CLP configuration

Send the "Clear Port Alternate" admin command to invalidate all Alternate Memory parameters
for the port and its PFs

End-If
If CLP type is SET
Generate “Write Alternate - Direct” admin command(s) to the device
End-If
If CLP type is EXIT // Apply any configuration changes from previous commands that have not
been applied

Send appropriate admin commands with default values for the PF parameters not specified by the
CLP string that have a default behavior in this mode, different than the hardware default.

End-If

End SMPCLP Entry Point

SMCLP INIT Entry point

If First-Init is true // the flow below should only be executed on the 1lst call to Init

If SMCLP status is false // means no CLP strings have been received for any functions for the
device

// Option ROM INIT configures the device in a standard operating mode (i.e. not an OEM
specific mode)

End-if
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If SMCLP status is true // means at least one function had CLP strings

// This is the time to load the CLP parameters from the Alternate Structure into the
device.

Send "Done Alternate Write" command indicating end of CLP strings for the device
End-if
// Global Reset should be done only once per device

If Firmware required a reset in the "Done Alternate Write" response, Issue Global Reset of the
device

Set First-Init to false
End-if
Continue with INIT code...

End SMCLP INIT Entry Point

4.2.2.2.4 Example of a SMASH/CLP flow - UEFI
The following pseudo code provides an example of how such a flow might be performed by the UEFI
drivers using SMASH/CLP commands. The following guidelines should be kept:

e If a certain PCI function is disabled via this mechanism, pre-boot software does not access any
resource of that function (such as any CSR) once it sends the Done Alternate Write AQ command
for that function. The X710/XXV710/XL710 confirm the command, resets, and disables the
function.

e By the time the SMASH/CLP commands are executed and a function is disabled, there is no Tx/Rx
activity in the X710/XXV710/XL710 (since no queues have been initialized).

e A UEFI driver is executed for each enumerated LAN port. For example, any port enabled in the NVM
and not disabled by strapping.

e It is not guaranteed that a system reset is issued immediately following this sequence. For
example, the configuration settings must take place even if such a reset is not issued.

// Initial state:
// The device is configured from NVM
// The following flow runs per each device
BIOS does PCI enumeration and discovers PCI functions
For each enabled LAN Port
BIOS calls driver START entry point
For each CLP string received by BIOS for a function within the port
SMCLP section processes the CLP string
End-For
Driver sends a "Done Alternate Write" command indicating end of CLP strings for the port

If Firmware required a reset in the "Done Alternate Write" response, Issue Global Reset of the
device

End-For
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SMCLP section in START
If CLP type is SET and action is "Return to default" // clear any pre-existing CLP configuration

Send the "Clear Port Alternate" admin command to invalidate all Alternate Memory parameters for
the port and its PFs

End-If
If CLP type is SET
Generate "Write Alternate - Direct" admin command(s) to the device
End-If
If CLP type is EXIT // Apply any configuration changes from previous commands
// that have not been applied

Send appropriate admin commands with default values for the PF parameters not specified by the
CLP strings that have a default behavior in this mode, different than the hardware default.

End-If

End SMPCLP section

4.2.2.2.5 Processing the alternate structure

If a Done Alternate Write AQ command is received, the GLNVM_GENS.ALT_PRST bit is set by the X710/
XXV710/XL710. This bit indicates that an alternate structure exists in the X710/XXV710/XL710. As a
result of each Done Alternate Write AQ command, the EMP loads the relevant alternate structure
parameters into the X710/XXV710/XL710 according to the following sequence:

e EMP loads any required parameters from the alternate structure into the hardware
e EMP ACKs the Done Alternate Write command
e Global reset is performed
— Initiated by software
— Reset is done only once and not per each instance of the Done Alternate Write AQ command

— Hardware is initialized, including loading of the relevant sections of the Alternate Structure into
the Hardware.

4.2.2.3 Network boot

Each PF can be a boot function and can independently support PXE or iSCSI boot:

e All functions are PXE boot (such as up to 16 such functions)
e Up to four functions might be iSCSI boot functions

4.2.2.4 Device state

This section is limited to changes in the X710/XXV710/XL710 state made in the BIOS initialization
stage. For units not mentioned here, behavior is as described in Section 4.2.1.6.
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4.2.2.4.1 Switch / Tx scheduler

Some parameters of the switch and Tx scheduler configuration might change by the contents of the
alternate structure. Such changes take effect when the alternate structure is enabled.

4.2.2.4.2 LAN

Expansion ROM code might set LAN QPs for network boot. The sequence of setting a LAN QP is
described in Section 8.2.2.

4.2.2.4.3 Interrupts

Interrupts need to be set if used for admin queue or LAN queues operation. See Section 7.5.1.1 for the
exact flow.

4.2.3 Driver load

4.2.3.1 Introduction

4.2.3.1.1 Driver load (non-virtualized)

As described earlier in this section, by the time the device driver loads, the NVM configuration is already
complete and PCIe configuration has taken place. During a device driver load, the following sequence of
commands is typically issued to the X710/XXV710/XL710 to initialize it for normal operation. The major
initialization steps are:

1. Device driver probes the X710/XXV710/XL710 for resource allocations.

Disable interrupts.

Initialize the admin queue - see Section 7.10.3.

Initialize HMC - see Section 7.9.2.

Initialize MAC/PHY - see Section 3.2.3.4.

Initialize power management - Section 5.4.6 (Wake Up).

Initialize DCB (including Rx-PB) - see Section 7.7.4.

Initialize the switch and Tx scheduler - see Section 7.4.9.4 and Section 7.8.4.19.
. Initialize statistics by reading the counter’s initial values to serve as a baseline.
10. Initialize 1588.

11. Enable interrupts.

At this point, the X710/XXV710/XL710 is ready to initialize VSIs and LAN flows. These are done
dynamically during operation:

e Initialize VSI.
e Initialize LAN QP; including its interrupts (see Section 8.2.2) or configure filters.
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4.2.3.1.2 Driver load (SR-IOV)

The X710/XXV710/XL710 approach for virtualized device drivers is to depend heavily on the PF device
driver for management of chip resources. The device driver models for newer virtualized operating
systems are moving in a direction that require such functionality. Figure 4-10 shows the high-level
initialization flow for virtualized device drivers that use a VF in a guest operating system.

Driver loads +
‘ Create QPs
(VF->PF cmd)
Map PCI Function BARs i

Initialize data queues,

Issue Software Reset
Interrupt Vectors

(VF->PF cmd)

7 !

Request Resources
(MAC Address, etc)
(VF->PF cmd)

l

Enable interrupts

Figure 4-10. Virtualized device driver initialization flow

4.2.3.1.2.1 PF initialization details

In addition to the regular device driver initialization flow described in Section 4.2.3.1.1, the PF device
driver should apply the following steps to enable support for VMs.

1. After the operating system enables virtual bridging, the PF device driver should create a VEB or a

VEPA switching element using the following flow:

a. Query the switch structure using the Get Switch Configuration command (Section 7.4.9.5.3.1)
in order to get the SEID number to which this PF is connected. This SEID might be the port or
an S-channel.

b. Create a VEB/VEPA using the Add VEB command (Section 7.4.9.5.7.1). The control port can be
either the original VSI of the PF or a dedicated VSI.

c. Connect the switch in place of the current VSI using the Insert Element command
(Section 7.4.9.5.7.1).

d. Connect default and mirror ports as needed using the Add VSI and Connect Elements
commands (Section 7.4.9.5.5.1 and Section 7.4.9.5.5.3).

. Define mirroring rules using the Mirroring Rules commands (Section 7.4.9.5.10).

f. Activate malicious driver protection through the GL_MDCK_RX GL_MDCK_TDAT and

GL_MDCK_TCMD registers
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2. When the VMM requests that a virtual port be created, the PF driver should:

a. Create a set of VSIs according to the flow described in the paragraphs that follow. The exact
flow depends on the VMM-to-PF API.

b. Define the bandwidth allocated to the VSI and each of its TCs using the Scheduler Configuration
commands (Section 7.8.4).

c. If the virtual port is a VF, allow VF access to the network by clearing the associated bit in
GL_VIRT_VFLRE register.

4.2.3.1.2.2 VF initialization details

This section describes the flow used to initialize a VF. It refers to various stages shown in Figure 4-10.
Only stages involving the hardware are detailed.

4.2.3.1.2.2.1 Software reset

A VF software reset can be asserted only by the PF using the VPGEN_VFRTRIG.VFSWR field. Following a
VF software reset, the VF should request re-initialization of the queues from the PF.

Following the reset, the PF should preform the clean-up steps described in Section 4.1.2.5.
4.2.3.1.2.2.2 Request resources and create initialize data queues

On top of the resources statically allocated to a VF (interrupts, RSS table, etc.), a VF might have a set
of VSIs. Each VSI contains objects such as:

e User priorities (transmit queue groups).
e Queue pairs

e Queuing filters

VSIs can be requested for LAN.

The resources should be requested in the following order (operations with the same stage number can
be done in any order):

Step Resource Requested PF Action Notes

1 VSI and UPs Allocate VSIs according to allocation policies The PF should activate the security
using the Add